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Abstract. We consider perturbations, depending on a small parameter
λ, of a non-invertible differential operator having a nonnegative spec-
trum. Given a pair of lower and upper solutions, belonging to the kernel
of the differential operator, without any prescribed order, we prove the
existence of a solution, when λ is sufficiently small. Our method of proof
has the advantage to permit a uniform choice of λ for a whole class of
functions. Applications are given in a variety of situations, ranging
from ODE problems to equations of parabolic type, or involving the
p -Laplacian operator.

1 Introduction

In this paper we deal with problems of the type

Lu = Nu ,

where L is a non-invertible differential operator, and N is, in some sense, a
nonlinear perturbation. A typical situation is that of a linear operator L,
with compact resolvent, having zero as its first eigenvalue, and of a nonlinear
operator

N = Nλ ,

depending continuously on a small parameter λ, with N0 = 0. Problems of this
type are sometimes referred to as “nonlinear eigenvalue problems” (see, e.g.,
[3]). More generally, we can also consider some type of nonlinear differential
operators.

To illustrate our results in a simple context, let us consider the following
Neumann problem associated to an elliptic equation{

−∆u = λf(x, u) in Ω ,

∂νu = 0 on ∂Ω ,
(1)

where Ω is a bounded domain in RN with regular boundary, f : Ω×R → R is
Lr-Carathéodory, for some r > N , and λ is a real parameter.
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Let us state the following theorem, which will be useful in order to compare
our method with those used in the previous literature.

Theorem 1 Assume that there exist two constants α, β such that

f(x, β) ≤ 0 ≤ f(x, α) , a.e. in Ω .

Then, there is a λ̄ > 0 such that, for every λ ∈ [0, λ̄], problem (1) has a
solution.

Notice that, in the above statement, α is a constant lower solution and
β is an upper solution for (1). It is a classical result that a solution exists
when α is a lower solution, β is an upper solution, and α ≤ β. When α and
β are not ordered in this way, some interesting results have been obtained,
for λ not necessarily small, assuming a growth condition on the nonlinearity
which prevents the interaction with the positive part of the spectrum. See,
e.g., [4, 29, 21, 22, 17, 18], for different kinds of equations.

Since λ is assumed to be small, Theorem 1 can be interpreted as a bi-
furcation type of result. In this framework, some general abstract theorems
based on degree theory are already available, see e.g. [20, Theorem IV.2] or
[19]. Roughly speaking, the main idea there is that, if the degree of some
projected equation on the kernel is nonzero, it has to be nonzero also for a
small perturbation.

We propose here a different type of approach, based on lower and upper
solutions, which has the advantage to show that the choice of λ can be made
uniformly for a whole class of functions f . For instance, we are able to prove
the following generalization of Theorem 1.

Theorem 2 Let I ⊆ R be an interval, and Λ be a positive number. Given a
compact interval J , contained in the interior of I, there is a λ̄ > 0 with the
following property: for every λ ∈ [0, λ̄] and every function f satisfying

|f(x, u)| ≤ h(x) for a.e. x ∈ Ω and every u ∈ I ,

with ‖h‖Lr ≤ Λ, if there are two constants α, β in J for which

f(x, β) ≤ 0 ≤ f(x, α) a.e. in Ω ,

then problem (1) has a solution u, with u(x) ∈ I for every x ∈ Ω.

The fact that λ̄ can be chosen in such a uniform way is not evident from
the above mentioned degree arguments, since it is not guaranteed that the
associated degree remains nonzero for a small perturbation of the whole class
of functions f considered in the statement.

2



Let us give a sketch of our method of proof. Let β < α be the constant
upper and lower solutions. Modifying the function f outside the interval [β −
ε, α + ε], for a small ε > 0, we can get a further pair of constant lower and
upper solutions for the new problem, say β−δ and α+δ, for some δ > ε. More
precisely, β − δ is a strict lower solution, and α + δ is a strict upper solution.
So, degree theory applies, saying that the pair (β − δ, α + δ) is admissible and
the associated degree’s value is 1.

We now need to prove the following: There is a solution between β − δ and
α + δ, which enters the interval [β, α] somewhere.

- If both the pairs (β − δ, β) and (α, α + δ) are admissible for the degree, then
both the associated degree’s values are 1 and, by the excision property, there
must be a solution between β − δ and α + δ, which is neither between β − δ
and β, nor between α and α + δ.

- Otherwise, assume for instance that the pair (β − δ, β) is not admissible for
the degree. Being β−δ a strict lower solution, there must be a solution between
β − δ and β which touches β somewhere. Similarly, if the pair (α, α + δ) is
not admissible, there must be a solution between α and α + δ which touches
α somewhere.

At this point, having a solution between β − δ and α + δ, which enters the
interval [β, α] somewhere, we use some classical estimates and the fact that λ
is small to show that this solution cannot go far from the interval [β, α] and is
indeed contained in [β−ε, α+ε], thus being a solution of the original problem.

Our ideas can be used in a large variety of situations, which do not need
a variational structure. For instance, we can deal with the Neumann-periodic
problem associated to a parabolic equation, or with the periodic problem for
a second order ODE including friction terms. Also, some nonlinear differ-
ential operators can be considered, as for instance the p -Laplacian operator.
Moreover, we will show how to deal with a wider class of nonlinearities, not
necessarily involving an explicit dependence on a parameter λ.

We will consider the following three examples, which can be deduced from
the above arguments, after a suitable rescaling. Here, p > 1 can be any
exponent greater than 1.

I. The problem {
−∆u = |u|p−1u + e(x) in Ω ,

∂νu = 0 on ∂Ω ,

has a solution, provided that ‖e‖L∞ is sufficiently small.

II. The problem {
−∆u = (u+)p + e(x) in Ω ,

∂νu = 0 on ∂Ω ,
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has a solution, provided that e(x) ≤ 0 for a.e. x ∈ Ω, and ‖e‖L∞ is small
enough. Here, u+ = max{u, 0}.

III. The problem 
−∆u = up − λa(x)uq in Ω ,

u > 0 in Ω ,

∂νu = 0 on ∂Ω ,

has a solution, provided that a(x) is continuous and positive, q < p , and λ > 0
is sufficiently small.

Our method, moreover, permits to relate the smallness of the forcing term
to the powers p, q. For instance, in the above examples I and II, if p is suffi-
ciently large, any function e such that

‖e‖L∞ ≤ 1

2p

will guarantee the existence of a solution.

Similar problems, with various kinds of boundary conditions, have been
studied by many authors, mainly by the use of variational methods. See,
e.g., [33, 6, 7, 32, 36, 11, 8, 5, 9, 24] for the Dirichlet boundary conditions
and [23, 1, 35, 13, 12] for the Neumann problem. The main difficulty, in this
framework, is the loss of compactness encountered at the critical exponent
p = 2∗ − 1 = N+2

N−2
, when N ≥ 3.

The paper is organized as follows. In Section 2 we consider the Neumann-
periodic problem associated to a parabolic equation

∂tu−∆u = λf(x, t, u,∇u) in Ω× ]0, T [ ,

∂νu = 0 on ∂Ω× ]0, T [ ,

u(x, 0) = u(x, T ) in Ω ,

assuming a Bernstein-Nagumo type of condition in order to deal with the
dependence on ∇u. We provide in full details the proof of our result for this
case, which presents some more technical aspects, so that in the rest of the
paper we will only need to show how to modify our arguments in order to deal
with different kinds of problems.

A linear elliptic operator is considered in Section 3. The same arguments
used for the parabolic equation are easily adapted to this case.

In Section 4, a second order ODE is studied, where more specific conditions
of Bernstein-Nagumo type can be considered. Equations of Liénard or Rayleigh
type are also treated there. We thus generalize a result stated in [31].
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In Section 5 we deal with the p -Laplacian operator. Since a weaker notion
of solution is adopted, a more detailed exposition of the proof is given in this
case.

For the reader’s convenience, we provide in the Appendix a proof of the fun-
damental estimate used, in connection with the Bernstein-Nagumo condition,
in the ODE case treated in Section 4.

2 The parabolic equation

Let Ω be a bounded domain in RN with a C2-boundary ∂Ω. Given T > 0, set
QT = Ω× ]0, T [ and ΣT = ∂Ω× ]0, T [ .

Define the elliptic differential operator

Au := −
N∑

i,j=1

aij(x, t)∂2
xixj

u +
N∑

i=1

ai(x, t)∂xi
u .

Here aij ∈ C(QT ), aij = aji , aij(x, 0) = aij(x, T ) in Ω, for i, j = 1, . . . , N ,
there exists ā > 0 such that

N∑
i,j=1

aij(x, t)ξiξj ≥ ā|ξ|2 , for every (x, t, ξ) ∈ QT × RN ,

and ai ∈ L∞(QT ), for i = 1, . . . , N .

We consider the following Neumann-periodic problem

(P )


∂tu +Au = f(x, t, u,∇xu) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω .

Here f is a Lr-Carathéodory function, for some r > N + 2, ν is the unit outer
normal to ∂Ω and ∂νu =

∑N
i=1 ∂xi

u νi is the normal derivative of u. If necessary,
all functions defined on QT will be assumed to be extended by T -periodicity
to Ω× R.

Let W 2,1
r (QT ) be the space of functions u such that

u , ∂tu , ∂xi
u , ∂2

xixj
u ∈ Lr(QT ) ,

for i, j = 1, . . . , N , with the usual norm

‖u‖W 2,1
r

= ‖u‖Lr + ‖∂tu‖Lr +
N∑

i=1

‖∂xi
u‖Lr +

N∑
i,j=1

‖∂2
xixj

u‖Lr .

Recall that W 2,1
r (QT ) is compactly imbedded into C1,0(QT ).
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We say that u is a solution of problem (P ) if u belongs to W 2,1
r (QT ), it

satisfies the differential equation a.e. in QT and the boundary and periodicity
conditions pointwise. A function with these properties is usually called “strong
solution” in the literature.

Let us define the class of functions

F(I, Λ, K) ,

where I ⊆ R is an interval, and Λ, K are some nonnegative constants. Its
elements are the Carathéodory functions f : QT × R× RN → R which satisfy
the following Bernstein-Nagumo growth condition:

(BN)
|f(x, t, u, v)| ≤ h(x, t) + K|v|2 ,
for a.e. (x, t) ∈ QT and every (u, v) ∈ I × RN ,

for some h ∈ Lr(QT ), with r > N + 2 and ‖h‖Lr ≤ Λ.

The following classical result, whose proof for our setting can be found in
[18, Proposition III.1.4.], will be used in connection with the Bernstein-Nagumo
condition, in order to get uniform estimates on the norm of the solutions.

Proposition 1 (Fundamental estimate) Given M, Λ, K > 0, there is a
constant C > 0 such that, if u ∈ W 2,1

r (QT ) verifies
|∂tu +Au| ≤ h(x, t) + K|∇xu|2 , a.e. in QT ,

∂νu = 0 on ΣT ,

|u| ≤ M in QT ,

for some h ∈ Lr(QT ) with ‖h‖Lr ≤ Λ, then

‖u‖W 2,1
r
≤ C .

Let us now state our main result.

Theorem 3 Let I ⊆ R be an interval. Given a compact interval J , contained
in the interior of I, there is a Λ > 0 such that, for every f ∈ F(I, Λ, Λ), if
there are two constants α, β in J for which

f(x, t, β, 0) ≤ 0 ≤ f(x, t, α, 0) a.e. in QT ,

then problem (P ) has a solution u, with u(x, t) ∈ I for every (x, t) ∈ QT .

In order to prove the theorem we need some preliminary considerations.
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Definition 1 A function α ∈ W 2,1
r (QT ) is a lower solution of (P ) if

∂tα +Aα ≤ f(x, t, α,∇xα) a.e. in QT ,

∂να ≤ 0 on ΣT ,

α(x, 0) ≤ α(x, T ) in Ω .

The function α is a strict lower solution if it is a lower solution and, for every
solution u of (P ) with u ≥ α, one has that u > α on QT .

Analogously, a function β ∈ W 2,1
r (QT ) is an upper solution of (P ) if

∂tβ +Aβ ≥ f(x, t, β,∇xβ) a.e. in QT ,

∂νβ ≥ 0 on ΣT ,

β(x, 0) ≥ β(x, T ) in Ω .

The function β is a strict upper solution if it is an upper solution and, for
every solution u of (P ) with u ≤ β, one has that u < β on QT .

Notice that the constants α and β appearing in the statement of Theorem 3
are lower and upper solutions, respectively, although they might not be strict.

Let us introduce the linear operator

L : D(L) ⊂ W 2,1
r (QT ) → Lr(QT ) ,

where

D(L) = {u ∈ W 2,1
r (QT ) : ∂νu = 0 on ΣT and u(x, 0) = u(x, T ) in Ω} ,

defined by

Lu = ∂tu +Au .

The operator L is not invertible: 0 is its first eigenvalue, and ker L is made of
the constant functions. Let us fix a real number σ > 0. One can prove (cf.
[26, Lemma 4.1 and Corollary 5.6], see also [18, Proposition I.1.3]) that L+σI
is invertible, with a continuous inverse

(L + σI)−1 : Lr(QT ) → W 2,1
r (QT ) .

Let us also introduce the continuous nonlinear operator

N : C1,0(QT ) → Lr(QT ) ,

defined by

(Nu)(x, t) = f(x, t, u(x, t),∇xu(x, t)) .
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Problem (P ) can be written as

Lu = Nu ,

which is equivalent to the fixed point problem

u = Su ,

where the function

S : C1,0(QT ) → C1,0(QT )

is defined by

Su = (L + σI)−1(N + σI)u .

Since W 2,1
r (QT ) is compactly imbedded in C1,0(QT ), we have that S is com-

pletely continuous, so that we can use Leray-Schauder degree theory.

Definition 2 Let α, β : QT → R be two continuous functions. The pair (α, β)
is said to be admissible for (P ) if α < β and there is R > 0 with the following
property: any solution u of (P ) satisfying α ≤ u ≤ β is such that

α < u < β and ‖u‖C1,0 < R .

Notice that, if (α, β) is an admissible pair, then the set

U(α,β) := {u ∈ C1,0(QT ) : α < u < β}

is open, nonempty, and any fixed point of S contained in U(α,β) belongs to the
ball BR in C1,0(QT ). Hence, we can define

deg
(
I − S , U(α,β)

)
= dLS

(
I − S , U(α,β) ∩BR

)
,

where dLS denotes the Leray-Schauder degree.

The following classical result on lower and upper solutions has been proved
in this setting in [18, Theorem II.2.1], although we state it here in a slightly
more general form.

Proposition 2 (Well-ordered lower and upper solutions) In the above
setting, assume that α is a lower solution and β is an upper solution of (P )
satisfying α ≤ β. Then problem (P ) has a solution u such that α ≤ u ≤ β. If,
moreover, (α, β) is an admissible pair, then

deg
(
I − S , U(α,β)

)
= 1 .
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Proof of Theorem 3. Let δ > 0 be such that [min J − δ , max J + δ] ⊆ I, and
fix ε ∈ ]0, δ

2
[ . We will prove the statement by taking Λ = 1

m
, with m ≥ 1

a sufficiently large integer. By contradiction, assume there exist a function
fm ∈ F

(
I, 1

m
, 1

m

)
, and two constants αm, βm ∈ J , satisfying

fm(x, t, βm, 0) ≤ 0 ≤ fm(x, t, αm, 0) a.e. in QT ,

for which the problem

(Pm)


∂tu +Au = fm(x, t, u,∇xu) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

has no solution u, with u(x, t) ∈ I for every (x, t) ∈ QT . By Proposition 2, it
has to be βm < αm. Define the modified function

f̃m(x, t, u, v) =



1
m

if u ≤ βm − 2ε ,

1
m

+ 1
ε
(fm(x, t, u, v)− 1

m
)(u− βm + 2ε) ,

if βm − 2ε ≤ u ≤ βm − ε ,

fm(x, t, u, v) if βm − ε ≤ u ≤ αm + ε ,

− 1
m

+ 1
ε
(fm(x, t, u, v) + 1

m
)(αm + 2ε− u) ,

if αm + ε ≤ u ≤ αm + 2ε ,

− 1
m

if u ≥ αm + 2ε ,

and consider the problem

(P̃m)


∂tu +Au = f̃m(x, t, u,∇xu) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω .

Notice that f̃m ∈ F
(
R, 1

m
(1 + |QT |1/r), 1

m

)
. Let us prove that, for the modified

problem (P̃m),
βm − δ is a strict lower solution.

Indeed, as f̃m(x, t, βm− δ, 0) = 1
m

, clearly βm− δ is a lower solution. If it were

not strict, there would be a solution u of (P̃m) with u ≥ βm − δ, and a point
(x0, t0) ∈ QT for which u(x0, t0) = βm − δ. Setting v = u − βm + δ, there is
ρ > 0 such that

∂tv +Av = 1
m

> 0 a.e. in (B(x0, ρ) ∩ Ω)× ]t0 − ρ, t0 + ρ[ .

If x0 ∈ Ω, we take ρ > 0 small enough so that B(x0, ρ) is contained in Ω
and, by the Strong Maximum Principle (see, e.g., [18, Proposition I.1.1]), it
has to be v = 0 in B(x0, ρ)× ]t0 − ρ, t0], which is clearly impossible. On the
other hand, if x0 ∈ ∂Ω, it should be ∂νv(x0, t0) < 0, in contradiction with the
Neumann boundary condition.
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In the same way we can show that

αm + δ is a strict upper solution.

Hence, the pair (βm − δ, αm + δ) is admissible for (P̃m). Indeed, let u be a
solution of (P̃m) with βm− δ ≤ u ≤ αm + δ. Since f̃m ∈ F(R, 1+ |QT |1/r, 1), by
Proposition 1 there is a constant R > 0 such that ‖u‖C1,0 < R. Since βm − δ
and αm + δ are strict, we also have that βm − δ < u < αm + δ.

Let us introduce the operators Ñm : C1,0(QT ) → Lr(QT ), defined by

(Ñmu)(x, t) = f̃m(x, t, u(x, t),∇xu(x, t)) ,

and S̃m : C1,0(QT ) → C1,0(QT ), defined by

S̃mu = (L + σI)−1(Ñm + σI)u . (2)

Here, σ is any fixed positive number. We now distinguish two cases.

Case 1. The pairs (βm − δ, βm) and (αm, αm + δ) are admissible for (P̃m). By
Proposition 2, we have

deg
(
I − S̃m , U(βm−δ,βm)

)
= 1 ,

deg
(
I − S̃m , U(αm,αm+δ)

)
= 1 ,

deg
(
I − S̃m , U(βm−δ,αm+δ)

)
= 1 .

By the excision property of the degree,

deg
(
I − S̃m , U(βm−δ,αm+δ) \ U(βm−δ,βm) ∪ U(αm,αm+δ)

)
= −1 .

Hence, there is a solution um of (P̃m) such that

βm − δ < um < αm + δ , (3)

and, for some (xm, tm) ∈ QT ,

βm ≤ um(xm, tm) ≤ αm . (4)

Case 2. One or both of the pairs (βm − δ, βm) and (αm, αm + δ) are not
admissible for (P̃m). Assume for instance (αm, αm+δ) is not admissible. Then,
for every R > 0 there is a solution um of (P̃m) with αm ≤ um ≤ αm + δ such
that, either min(um − αm) = 0, or min(αm + δ − um) = 0, or ‖um‖C1,0 ≥ R.
Since αm + δ is strict, we have um < αm + δ. Since f̃m ∈ F(R, 1 + |QT |1/r, 1),
by Proposition 1 the third possibility cannot occur for R large enough, so that
it has to be min(um − αm) = 0. If instead (βm − δ, βm) is not admissible,
analogously we find a solution um such that max(βm − um) = 0.
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In both cases, we thus find a solution um of (P̃m) verifying (3) and (4).

Since f̃m ∈ F(R, 1+ |QT |1/r, 1), by Proposition 1 there is a constant C > 0
such that

‖um‖W 2,1
r
≤ C ,

for every m. Being W 2,1
r (QT ) compactly imbedded in C1,0(QT ), there are

a subsequence, still denoted by (um)m, and a function u ∈ C1,0(QT ) such
that um → u in C1,0(QT ). In particular, for every (x, t) ∈ QT we have
|∇xum(x, t)| ≤ c̄, for some constant c̄ > 0. As f̃m ∈ F

(
R, 1

m
(1 + |QT |1/r), 1

m

)
,

by the Lebesgue dominated convergence Theorem we have

Ñmum = f̃m(·, um(·),∇xum(·)) → 0 in Lr(QT ) .

Then,

S̃mum = (L + σI)−1(Ñmum + σum) → (L + σI)−1(σu) in C1,0(QT ) .

As um = S̃mum, we get
u = (L + σI)−1(σu) ,

i.e., u ∈ D(L) and Lu = 0. Hence, u is constant. Since um → u uniformly in
QT , for m large enough,

osc(um) = max um −min um ≤ ε .

Recalling that um satisfies (4), it has to be

βm − ε ≤ um ≤ αm + ε .

So, um is a solution to problem (Pm) and, since αm, βm are in J , by the choice of
ε we have that um(x, t) ∈ I, for every (x, t) ∈ QT . We thus get a contradiction,
which ends the proof.

Remark 1 For Λ small enough, the solution provided by Theorem 3 has a
small oscillation. This can be proved by contradiction, as follows. Assume
that there exist ε̄ > 0, a sequence of functions fm ∈ F

(
I, 1

m
, 1

m

)
, satisfying the

assumptions of the theorem, and a sequence of solutions um to problem (Pm),
with um(x, t) ∈ I for every (x, t) ∈ QT , for which osc(um) > ε̄. Arguing as in
the last part of the proof of Theorem 3, for a subsequence we have that (um)m

converges to a constant u, thus getting the contradiction.

Remark 2 Besides the Neumann condition one could consider more general
oblique derivative boundary conditions, like

N∑
i=1

bi(x, t)∂xi
u = 0 on ΣT ,
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where bi ∈ C1,1/2(ΣT ), bi(x, 0) = bi(x, T ) on ∂Ω, for i = 1, . . . , N and there is
b̄ > 0 such that, for all (x, t) ∈ ΣT ,

N∑
i=1

bi(x, t)νi(x) ≥ b̄ .

Remark 3 Theorem 3 can be reformulated for the Dirichlet-periodic problem

(D)


∂tu +Au− λ1u = f(x, t, u,∇xu) in QT ,

u = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

where λ1 denotes the first eigenvalue of the differential operator. The lower
and upper solutions, in this case, will not be constant, but of the type

α(x, t) = a ϕ1(x, t) , β(x, t) = b ϕ1(x, t) ,

where ϕ1(x, t) is the eigenfunction corresponding to λ1.

As a direct consequence of Theorem 3, we have the following.

Corollary 1 Let I ⊆ R be an interval, and Λ, K be some fixed positive num-
bers. Given a compact interval J , contained in the interior of I, there is a λ̄ > 0
with the following property: for every λ ∈ [0, λ̄] and every f ∈ F(I, Λ, K), if
there are two constants α, β in J for which

f(x, t, β, 0) ≤ 0 ≤ f(x, t, α, 0) a.e. in QT ,

then the problem 
∂tu +Au = λf(x, t, u,∇xu) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

has a solution u, with u(x, t) ∈ I for every (x, t) ∈ QT .

As a particular case, we state the following.

Corollary 2 Assume that g : R → R is a continuous function and [a, b] is an
interval such that

[a, b] ⊆ g(R) .

Then, there is a λ̄ > 0 such that, for every λ ∈ [0, λ̄] and every e ∈ L∞(QT )
such that

e(x, t) ∈ [−b,−a] , a.e. in QT , (5)
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the problem 
∂tu +Au = λ(g(u) + e(x, t)) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

(6)

has a solution.

Proof Let α and β be such that g(α) = b and g(β) = a. By (5), α is
a lower solution and β is an upper solution of (6). If α ≤ β, the result is
well-known. Assume β < α and take I = [β − 1, α + 1]. Then, writing
f(x, t, u) = g(u) + e(x, t), we have that f ∈ F(I, Λ, 0), where

Λ = max{|g(s)| : s ∈ I}+ max{|a|, |b|} .

Corollary 1 then gives the conclusion.

In particular, when the function g is unbounded from above and from
below, any bounded function e(x, t) will satisfy the assumptions.

Let us now provide two examples where our main result applies.

Corollary 3 Let ζ ∈ L∞(QT ) be a function bounded below by a positive con-
stant. Given p > 1, the problem

∂tu +Au = ζ(x, t)|u|p−1u + e(x, t) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

(7)

has a solution, provided that ‖e‖L∞ is sufficiently small. More precisely, for
every given δ > 0 there is a Λ̄δ > 0 such that, for every p > 1, if

‖e‖L∞ ≤
(

Λ̄δ

(1 + δ)p

) p
p−1

, (8)

then (7) has a solution.

Proof Fix δ > 0 and consider the problem
∂tw +Aw = λ(ζ(x, t)|w|p−1w + ẽ(x, t)) in QT ,

∂νw = 0 on ΣT ,

w(x, 0) = w(x, T ) in Ω ,

(9)

where λ is a positive constant and ẽ is such that ‖ẽ‖L∞ ≤ ess inf ζ. Take
J = [−1, 1] and I = [−1− δ, 1 + δ]. Let Λ = Λδ > 0 be as in the statement of
Theorem 3. Setting fλ(x, t, w) = λ(ζ(x, t)|w|p−1w + ẽ(x, t)), we have

fλ(x, t,−1) ≤ 0 ≤ fλ(x, t, 1) ,
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for a.e. (x, t) ∈ QT and, for every w ∈ I,

|fλ(x, t, w)| ≤ λ(‖ζ‖L∞(1 + δ)p + ess inf ζ) ≤ 2λ‖ζ‖L∞(1 + δ)p . (10)

By Theorem 3, if
2λ‖ζ‖L∞(1 + δ)p |QT |1/r ≤ Λδ , (11)

then (9) has a solution w such that w(x, t) ∈ I, for every (x, t) ∈ QT . Set

Λ̄δ =
Λδ min{ess inf ζ, 1}

2‖ζ‖L∞|QT |1/r
.

Consider now (7), assume (8) with Λ̄δ > 0 as above, and fix

λ =
Λδ

2‖ζ‖L∞(1 + δ)p |QT |1/r
, (12)

so that (11) is satisfied. Setting w = λ
1

1−p u, we see that (7) is equivalent to

(9), with ẽ(x, t) = λ
p

1−p e(x, t). Since, using (8) and (12),

‖ẽ‖L∞ = λ
p

1−p‖e‖L∞ ≤ λ
p

1−p

(
Λ̄δ

(1 + δ)p

) p
p−1

= min{ess inf ζ, 1}
p

p−1 ≤ ess inf ζ ,

we have that (9) is solvable. Therefore, (7) is solvable, as well.

Remark 4 Notice that, taking δ = 1
2
, condition (8) is satisfied if p is suffi-

ciently large and

‖e‖L∞ ≤ 1

2p
.

In a similar way, we have the following result, where we use the notation

u+ = max{u, 0} .

Corollary 4 Let ζ ∈ L∞(QT ) be a function bounded below by a positive con-
stant. Given p > 1, the problem

∂tu +Au = ζ(x, t)(u+)p + e(x, t) in QT ,

∂νu = 0 on ΣT ,

u(x, 0) = u(x, T ) in Ω ,

(13)

has a solution, provided that e(x, t) ≤ 0 for almost every (x, t) ∈ QT , and
‖e‖L∞ is sufficiently small. More precisely, for every given δ > 0 there is a
Λ̄δ > 0 such that, for every p > 1, if e(x, t) ≤ 0 for almost every (x, t) ∈ QT

and (8) holds, then (13) has a solution.
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Proof As in the proof of Corollary 3, first consider the problem
∂tw +Aw = λ(ζ(x, t)(w+)p + ẽ(x, t)) in QT ,

∂νw = 0 on ΣT ,

w(x, 0) = w(x, T ) in Ω ,

(14)

where ẽ is such that −ess inf ζ ≤ ẽ(x, t) ≤ 0, for almost every (x, t) ∈ QT .
Once δ > 0 is fixed, take J = [0, 1] and I = [−δ, 1 + δ]. Setting fλ(x, t, w) =
λ(ζ(x, t)(w+)p + ẽ(x, t)), we have

fλ(x, t, 0) ≤ 0 ≤ fλ(x, t, 1) ,

and (10) holds, for a.e. (x, t) ∈ QT and every w ∈ I. One then concludes as
in the proof of Corollary 3.

As a further example, let us consider the problem
∂tu +Au = ζ1(x, t)up − λζ2(x, t)uq in QT ,
u > 0 in QT ,
∂νu = 0 on ΣT ,
u(x, 0) = u(x, T ) in Ω .

(15)

Corollary 5 Assume that ζ1, ζ2 ∈ L∞(QT ) are bounded below by a positive
constant, p > 1, and q < p. Then, there is a λ̄ > 0 such that, for every
λ ∈ [0, λ̄], problem (15) has a solution.

Proof Let us first show that, for λ̂ > 0 small enough, there is a positive
solution of 

∂tw +Aw = λ̂(ζ1(x, t)wp − ζ2(x, t)wq) in QT ,
w > 0 in QT ,
∂νw = 0 on ΣT ,
w(x, 0) = w(x, T ) in Ω .

(16)

Let α, β be defined by

α =

(
ess sup ζ2

ess inf ζ1

) 1
p−q

, β =

(
ess inf ζ2

ess sup ζ1

) 1
p−q

.

Then 0 < β ≤ α, and

ζ1(x, t)βp − ζ2(x, t)βq ≤ 0 ≤ ζ1(x, t)αp − ζ2(x, t)αq ,

for a.e. (x, t) ∈ QT . Taking ε ∈ ]0, β[ and applying Corollary 1, we obtain a
positive solution w of (16), for λ̂ > 0 sufficiently small.

It is now easy to see that the rescaled function u = λ̂
1

p−1 w is a solution of (15),

with λ = λ̂
p−q
p−1 .

15



3 The elliptic equation

In this section, we consider the Neumann problem
−

N∑
i,j=1

aij(x)∂2
xixj

u +
N∑

i=1

ai(x)∂xi
u = f(x, u,∇u) in Ω ,

∂νu = 0 on ∂Ω .

(17)

Here, Ω is a bounded domain in RN with a C2-boundary, aij ∈ C(Ω), aij = aji ,
for i, j = 1, . . . , N , there exists ā > 0 such that

N∑
i,j=1

aij(x)ξiξj ≥ ā|ξ|2 , for every (x, ξ) ∈ Ω× RN ,

and ai ∈ L∞(Ω), for i = 1, . . . , N . The function f : Ω × R × RN → R is
assumed to be Lr-Carathéodory, for some r > N .

We say that u is a solution of problem (17) if u belongs to W 2,r(Ω), it satisfies
the differential equation a.e. in Ω and the boundary condition pointwise. (Here
and in the sequel we use the standard notation for the Sobolev space W 2,r(Ω),
which should not be confused with the notations used in the previous section.)

Let us define the class of functions

F(I, Λ, K) ,

where I ⊆ R is an interval, and Λ, K are some nonnegative constants. Its
elements are the Carathéodory functions f : Ω × R × RN → R which satisfy
the following Bernstein-Nagumo growth condition:

(BN)
|f(x, u, v)| ≤ h(x) + K|v|2 ,
for a.e. x ∈ Ω and every (u, v) ∈ I × RN ,

for some h ∈ Lr(Ω), with r > N and ‖h‖Lr ≤ Λ.

Theorem 4 Let I ⊆ R be an interval. Given a compact interval J , contained
in the interior of I, there is a Λ > 0 such that, for every f ∈ F(I, Λ, Λ), if
there are two constants α, β in J for which

f(x, β, 0) ≤ 0 ≤ f(x, α, 0) a.e. in Ω ,

then problem (17) has a solution u, with u(x) ∈ I for every x ∈ Ω.

The proof follows the same lines of the one given in the previous section for
the parabolic case. The analogue of Proposition 2 has been first proved by
Amann [2] in the case of classical solutions, and can be found in [15] for our
setting, while the analogue of Proposition 1 is proved in [34, Lemma 5.10].
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The remarks and the corollaries at the end of Section 2 clearly hold in this
situation, as well.

Corollary 6 Given p > 1 and a function ζ ∈ L∞(Ω), with ess inf ζ > 0, the
problem {

−∆u = ζ(x)|u|p−1u + e(x) in Ω ,

∂νu = 0 on ∂Ω ,
(18)

has a solution, provided that ‖e‖L∞ is sufficiently small. More precisely, given
ζ ∈ L∞(Ω), with ess inf ζ > 0, for every given δ > 0 there is a Λ̄δ > 0 such
that, for every p > 1, if

‖e‖L∞ ≤
(

Λ̄δ

(1 + δ)p

) p
p−1

, (19)

then (18) has a solution.

When N ≥ 3, problems like (18) are usually considered in the literature
under the hypothesis that p ≤ N+2

N−2
= 2∗ − 1, where 2∗ is the critical exponent

for the Sobolev imbedding. See, e.g., the recent paper [12] and the references
therein. We do not require such a restriction, provided that ‖e‖L∞ is small.

Corollary 7 Given p > 1 and a function ζ ∈ L∞(Ω), with ess inf ζ > 0, the
problem {

−∆u = ζ(x)(u+)p + e(x) in Ω ,

∂νu = 0 on ∂Ω ,
(20)

has a solution, provided that e(x) ≤ 0 for a.e. x ∈ Ω, and ‖e‖L∞ is sufficiently
small. More precisely, given ζ ∈ L∞(Ω), with ess inf ζ > 0, for every given
δ > 0 there is a Λ̄δ > 0 such that, for every p > 1, if e(x) ≤ 0 for a.e. x ∈ Ω,
and (19) holds, then (20) has a solution.

Problems like (20) have been studied in [36] and [23], assuming, when
N ≥ 3, that p < N

N−2
. We do not require such a restriction, provided that

‖e‖L∞ is small.

Corollary 8 Assume that ζ1, ζ2 ∈ L∞(Ω) are bounded below by a positive
constant, p > 1, and q < p. Then, there is a λ̄ > 0 such that, for every
λ ∈ [0, λ̄], problem

−∆u = ζ1(x)up − λζ2(x)uq in Ω ,
u > 0 in Ω ,
∂νu = 0 on ∂Ω ,

(21)

has a solution.
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Similar problems were considered, e.g., in [28] when N ≥ 3 and p < 2∗− 1,
and in [35, 13] for p = 2∗−1. If 1 < q < p, problem (21) has a concave-convex
nonlinearity and reminds a similar Dirichlet problem introduced in [5] (see also
[10]). However, differently from our situation, lower and upper solutions are
found there with the usual ordering α ≤ β. Using this fact, multiplicity results
are proved by the use of variational methods, provided that p ≤ 2∗ − 1 when
N ≥ 3. We do not know whether in our case multiplicity results could be
obtained.

4 Second order ODE’s

In this section, we consider either the Neumann problem{
−u′′ + a(x)u′ = f(x, u, u′) ,

u′(0) = u′(1) = 0 ,
(22)

or the periodic problem{
−u′′ + a(x)u′ = f(x, u, u′) ,

u(0) = u(1) , u′(0) = u′(1) .
(23)

Here, a ∈ L∞(0, 1), and the function f : [0, 1]×R×R → R is L1-Carathéodory.

We say that u is a solution of problem (22), or (23), if u belongs to W 2,1(0, 1),
it satisfies the differential equation a.e. in ]0, 1[ and the boundary conditions
pointwise.

Let us define the class of functions

F(I, Λ, K) ,

where I ⊆ R is an interval, and Λ, K are some nonnegative constants. Its
elements are the Carathéodory functions f : [0, 1]× R× R → R which satisfy
the following Bernstein-Nagumo growth condition:

(BN)
|f(x, u, v)| ≤ h(x) + K|v|2 ,
for a.e. x ∈ ]0, 1[ and every (u, v) ∈ I × R,

for some h ∈ L1(0, 1), with ‖h‖L1 ≤ Λ.

Theorem 5 Let I ⊆ R be an interval. Given a compact interval J , contained
in the interior of I, there is a Λ > 0 such that, for every f ∈ F(I, Λ, Λ), if
there are two constants α, β in J for which

f(x, β, 0) ≤ 0 ≤ f(x, α, 0) a.e. in ]0, 1[ ,

then problems (22) and (23) have a solution u, with u(x) ∈ I for every x ∈
[0, 1].
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The proof of the theorem uses the same arguments as in the parabolic case,
with some small modifications, due to the fact that, now, r = N = 1. The
analogue of Proposition 2 is rather standard in this setting (see, e.g., [14], with
different kinds of Bernstein-Nagumo conditions). The analogue of Proposi-
tion 1 is reported in the Appendix, and provides a uniform estimate in the
W 2,1-norm. Some more care has to be used in the choice of the spaces, since
W 2,1(0, 1) is continuously imbedded in C1([0, 1]), but not compactly imbedded.
Taking advantage of (BN), one can choose to define the operators Ñm on the
space W 1,2(0, 1) instead of C1([0, 1]), taking values in L1(0, 1). Since Ñm maps
bounded sets into bounded sets and

W 2,1(0, 1) ⊂⊂ W 1,2(0, 1) ⊂⊂ C([0, 1]) ,

the corresponding operators S̃m : W 1,2(0, 1) → W 1,2(0, 1), defined by (2), are
now completely continuous, and the remaining part of the proof is analogous
to that of the parabolic case.

The remarks and the corollaries at the end of Section 2 clearly hold in this
situation, as well. Theorem 5 generalizes a result by Pournaki and Razani
[30, 31], where the existence of periodic solutions with small period has been
proved. A simple change of the time variable permits to fix the period and
reduce to our case.

Remark 5 Assuming f to be continuous, it is possible to introduce variants of
the Bernstein-Nagumo condition, involving only one-sided growth restrictions.
For example, instead of F(I, Λ, K), we can introduce the class of functions

G(I, Λ, ϕ) ,

where I ⊆ R is an interval, Λ is a nonnegative constant, and ϕ : [0, +∞[→
]0, +∞[ is a continuous function such that∫ +∞

1

s

ϕ(s)
ds = +∞ .

Its elements are the continuous functions f : [0, 1]×R×R → R which satisfy

f(x, u, v) ≤ Λ ϕ(|v|) ,

for every (x, u, v) ∈ [0, 1] × I × R. For this and other types of one-sided
conditions, and related topics, we refer to the classical literature, cf. [20] and
the references therein. A comprehensive review can be found in [14].

Remark 6 The left hand side of the differential equation may also contain
some type of nonlinear lower order terms. For example, we can deal with a
Liénard type equation

−u′′ + η1(u)u′ = f(x, u, u′) ,
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or a Rayleigh type equation

−u′′ + η2(u
′) = f(x, u, u′) ,

with η1, η2 : R → R continuous, provided that η2 has at most a quadratic
growth and η2(0) = 0. (We did not write the term a(x)u′ for simplicity.)
Indeed, if f = 0, the only solutions of the Neumann or the periodic problems
associated to these equations are the constants, as can be seen by multiplying
in the first equation by u, in the second one by u′′, and integrating. This fact
permits to show, as in the proof of Theorem 3, that the solutions have a small
oscillation, when f ∈ F(I, Λ, Λ), or f ∈ G(I, Λ, ϕ), with Λ sufficiently small.

5 The p -Laplacian

In this section, we consider the Neumann problem{
−∆pu = f(x, u) in Ω ,

∂νu = 0 on ∂Ω .
(24)

Here, Ω is a bounded domain in RN with a C2-boundary, ∆p is the p -Laplacian,
∆pu = div(|∇u|p−2∇u), with p > 1, and the function f : Ω × R → R is L∞-
Carathéodory.

In this case, the function f does not depend on the gradient of u, so that
problem (24) has a variational structure. We consider a weaker notion of
solution than in the previous sections. A function u is a solution of problem
(24) if u ∈ W 1,p(Ω) ∩ L∞(Ω), and∫

Ω

|∇u|p−2∇u∇w =

∫
Ω

f(x, u)w ,

for every w ∈ W 1,p(Ω). Known regularity results (see, e.g., [25]) imply that
such a solution is in C1,σ(Ω) for some σ > 0.

Theorem 6 Let I ⊆ R be an interval. Given a compact interval J , contained
in the interior of I, there is a Λ > 0 such that, for every function f satisfying

|f(x, u)| ≤ Λ for a.e. x ∈ Ω and every u ∈ I ,

if there are two constants α, β in J for which

f(x, β) ≤ 0 ≤ f(x, α) a.e. in Ω , (25)

then problem (24) has a solution u, with u(x) ∈ I for every x ∈ Ω.
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Proof Denote by R : L∞(Ω) → C(Ω) the completely continuous operator
which associates to any h ∈ L∞(Ω) the unique solution v of the problem{

−∆pv + |v|p−2v = h in Ω ,

∂νv = 0 on ∂Ω .

We see that (24) is equivalent to the fixed point problem

u = T (u) ,

where T : C(Ω) → C(Ω) is the completely continuous operator defined by

T (u) = R(f(·, u) + |u|p−2u) .

First of all we consider the situation when f and α, β satisfy (25), with α ≤ β.
In this case, we will need no restriction on Λ.

If α = β we obviously have a constant solution. If α < β, define

γ(u) =


α if u ≤ α ,
u if α ≤ u ≤ β ,
β u ≥ β ,

and consider the modified problem{
−∆pu + |u|p−2u = f(x, γ(u)) + |γ(u)|p−2γ(u) in Ω ,

∂νu = 0 on ∂Ω .
(26)

We see that the modified problem (26) is equivalent to the fixed point problem

u = T̂ (u) ,

where T̂ : C(Ω) → C(Ω) is the completely continuous operator defined by

T̂ (u) = R(f(·, γ(u)) + |γ(u)|p−2γ(u)) .

Since the image of T̂ is contained in a ball BR, by Schauder’s Theorem, T̂ has
a fixed point in BR, and

dLS(I − T̂ , BR) = 1 .

Moreover, if u is any solution of (26), taking (α − u)+ and (u − β)+ as test
functions in (26) we see that α ≤ u ≤ β. Hence u actually solves (24), thus
concluding the proof in the case α < β.
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Notice that, in this setting, the pair (α, β) is said to be admissible for (24) if
α < β and any solution u of (24) satisfying α ≤ u ≤ β is such that α < u < β.
Define

U(α,β) = {u ∈ C(Ω) : α < u < β} ,

which is bounded and open in C(Ω). Since T and T̂ coincide on U (α,β), by the
excision property of the degree, we have that, if (α, β) is admissible,

dLS

(
I − T , U(α,β)

)
= dLS

(
I − T̂ , U(α,β)

)
= dLS

(
I − T̂ , BR

)
= 1 .

As for Theorem 3, we will now provide the proof by contradiction, by
taking Λ = 1

m
, with m ≥ 1 a sufficiently large integer. Let δ > 0 be such that

[min J − δ , max J + δ] ⊆ I, and fix ε ∈ ]0, δ
2
[ . By contradiction, assume that

there exist a function fm such that

|fm(x, u)| ≤ 1

m
for a.e. x ∈ Ω and every u ∈ I ,

and two constants αm, βm ∈ J satisfying

fm(x, βm) ≤ 0 ≤ fm(x, αm) a.e. in Ω ,

for which the problem {
−∆pu = fm(x, u) in Ω ,

∂νu = 0 on ∂Ω .
(27)

has no solution u, with u(x) ∈ I for every x ∈ Ω. By the above, it has to be
βm < αm. Define the modified function

f̃m(x, u)=



1
m

if u ≤ βm − 2ε,

1
m

+ 1
ε
(fm(x, u)− 1

m
) (u− βm + 2ε) if βm − 2ε ≤ u ≤ βm − ε,

fm(x, u) if βm − ε ≤ u ≤ αm + ε,

− 1
m

+ 1
ε
(fm(x, u) + 1

m
) (αm + 2ε− u) if αm + ε ≤ u ≤ αm + 2ε,

− 1
m

if u ≥ αm + 2ε,

and consider the problem{
−∆pu = f̃m(x, u) in Ω ,

∂νu = 0 on ∂Ω .
(28)

Notice that, as Λ = 1
m

, we have |f̃m(x, u)| ≤ 1
m

for every u ∈ R, and

f̃m(x, αm + δ) < 0 < f̃m(x, βm − δ) a.e. in Ω .

If u is a solution of (28), taking (βm − 2ε − u)+ as test function we see that
u ≥ βm − 2ε, so that u > βm − δ. Similarly, taking (u − αm − 2ε)+ as test
function, one has u < αm + δ. So, the pair (βm − δ, αm + δ) is admissible for
(28).
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Using the above information on the degree, we now proceed exactly as in
Section 2 to prove the existence of a solution um of (28) such that

βm − δ < um < αm + δ , (29)

and, for some xm ∈ Ω,

βm ≤ um(xm) ≤ αm . (30)

(See (3) and (4).) We can now write um = R(hm), where

hm(x) = f̃m(x, um(x)) + |um(x)|p−2um(x) .

By (29), there is a constant c > 0 such that

‖hm‖L∞ ≤ c , for every m.

Since R is completely continuous, there are a subsequence, still denoted by
(um)m, and a function u ∈ C(Ω) such that um → u uniformly in Ω. As
|f̃m(x, um(x))| ≤ 1

m
, for a.e. x ∈ Ω, it has to be∥∥hm − |u|p−2u

∥∥
L∞

→ 0 ,

so that u = R(|u|p−2u), i.e.{
−∆pu = 0 in Ω ,

∂νu = 0 on ∂Ω .

Hence, u is constant. Since um → u uniformly in Ω, for m sufficiently large we
have that osc um ≤ ε, and hence, by (30),

βm − ε ≤ um ≤ αm + ε .

So, um is a solution of (Pm), and um(x) ∈ I, for every x ∈ Ω, a contradiction.

To conclude, one can easily verify that the remarks and the corollaries in
Sections 2 and 3 can be adapted to this situation, as well.

6 Appendix

For the reader’s convenience we now give the proof of the following analogue
of Proposition 1, which was needed in Section 4 in the framework of ordinary
differential equations.
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Proposition 3 Given M, Λ, K > 0, there is a constant C > 0 such that, if
u ∈ W 2,1(0, 1) verifies{

|u′′| ≤ h(x) + K|u′|2 , a.e. in ]0, 1[ ,

|u| ≤ M in [0, 1] ,
(31)

for some h ∈ L1(0, 1) with ‖h‖L1 ≤ Λ, then

‖u‖W 2,1 ≤ C .

Proof Taking if necessary the positive part of h, we can assume that h ≥ 0
a.e. in ]0, 1[ . We first consider the case when h ∈ L∞(0, 1) and define

ϕ(s) = ‖h‖L∞ + 1 + Ks2 .

Since −M ≤ u ≤ M , by Lagrange’s Theorem, we can find ξ ∈ ]0, 1[ such that
|u′(ξ)| ≤ 2M . If ‖u′‖L∞ ≤ 2M , using (31), we have

‖u‖W 2,∞ = ‖u‖L∞ + ‖u′‖L∞ + ‖u′′‖L∞ ≤ 3M + (‖h‖L∞ + 4KM2) .

Otherwise, let [x1, x2] ⊆ [0, 1] be an interval such that

|u′(x)| > 2M for every x ∈ ]x1, x2[ ,

and, either |u′(x1)| = 2M , or |u′(x2)| = 2M . Let i = 1, 2 be the index for which
|u′(xi)| = 2M . Then, considering separately the cases when u′ is positive or
negative on [x1, x2], one easily verifies that for every x ∈ [x1, x2],∫ |u′(x)|

2M

s

ϕ(s)
ds ≤

∣∣∣∣∫ x

xi

|u′(t)| |u′′(t)|
ϕ(|u′(t)|)

dt

∣∣∣∣ ≤ ∣∣∣∣∫ x

xi

|u′(t)| dt

∣∣∣∣ = |u(x)− u(xi)| ≤ 2M.

Since
∫ +∞

0
s

ϕ(s)
ds = +∞, there is a constant R > 0, depending only on ‖h‖L∞ ,

K, and M , such that

|u′(x)| ≤ R for every x ∈ [x1, x2] .

This proves that ‖u′‖L∞ ≤ R. Using (31), we then have

‖u‖W 2,∞ ≤ M + R + (‖h‖L∞ + KR2) ,

and the proof is completed in this case.

Assume now h ∈ L1(0, 1) and, following [34], set

e(x) =
−u′′(x) + u(x)

1 + h(x) + K|u′(x)|2
.

Then, being h ≥ 0 a.e. in ]0, 1[ , it is e ∈ L∞(0, 1), with ‖e‖L∞ ≤ 1 + M.
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Let v ∈ W 2,1(0, 1) be the solution of{
−v′′ + v = e(x)(1 + h(x)) ,

v(0) = v(1) , v′(0) = v′(1) .

Then, there is a constant c̄ > 0 such that

‖v‖C1 ≤ c̄‖e(1 + h)‖L1 ≤ c̄(1 + M)(1 + ‖h‖L1) .

Let now w = u− v. Then

−w′′ + w = Ke(x)|u′(x)|2 ,

so that, by (31),

|w′′(x)| ≤ |w(x)|+ K|e(x)| |u′(x)|2

≤ |u(x)|+ |v(x)|+ K|e(x)|(2|v′(x)|2 + 2|w′(x)|2)
≤ C1 + C2|w′(x)|2 ,

for a.e. x ∈ ]0, 1[, where

C1 = M + c̄(1 + M)(1 + ‖h‖L1) + 2K(1 + M)(c̄(1 + M)(1 + ‖h‖L1))2

and C2 = 2K(1 + M) . Moreover,

|w(x)| ≤ |u(x)|+ |v(x)| ≤ M + c̄(1 + M)(1 + ‖h‖L1) ,

for every x ∈ [0, 1].

Therefore, w verifies the same assumptions as u with a constant function
h = C1, and, by the first part of the proof, there is a constant R > 0 de-
pending only on M , C1, and C2, such that ‖w′‖L∞ ≤ R. Then,

‖u′‖L∞ ≤ ‖w′‖L∞ + ‖v′‖L∞ ≤ R + c̄(1 + M)(1 + ‖h‖L1) .

By (31), we have

‖u′′‖L1 ≤ ‖h‖L1 + K[R + c̄(1 + M)(1 + ‖h‖L1)]2 ,

which concludes the proof.
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