
1 Fourier transform

Definition 1.1 (Fourier transform). For f ∈ L1(Rn,C) we call its Fourier transform the
function defined by the following formula

f̂(ξ) := (2π)−
n
2

∫
Rn

e−iξ·xf(x)dx. (1.1)

We use also the notation Ff(ξ) = f̂(ξ).

Example 1.2. We have for any ε > 0

e−ε
|ξ|2
2 = (2πε)−

n
2

∫
Rn

e−iξ·xe−
|x|2
2ε dx. (1.2)

We set also

F∗f(ξ) := (2π)−
n
2

∫
Rn

eiξ·xf(x)dx. (1.3)

We have what follows.

Theorem 1.3. The following facts hold.

(1) We have |f̂(ξ)| ≤ (2π)−
n
2 ∥f∥L1(Rn,C). So in particular we have

∥Ff∥L∞(Rn,C) ≤ (2π)−
n
2 ∥f∥L1(Rn,C). (1.4)

(2) (Riemann– Lebesgue Lemma) We have lim
ξ→∞

f̂(ξ) = 0.

(3) The bounded linear operator F : L1(Rn,C) → L∞(Rn,C) has values in the following
space C0(Rn,C) ⊂ L∞(Rn,C)

C0(Rn,C) = {g ∈ C0(Rn,C) : lim
x→∞

g(x) = 0}. (1.5)

(4) F defines an isomorphism of the space of Schwartz functions S(Rn,C) into itself.

(5) F defines an isomorphism of the space of tempered distributions S ′(Rn,C) into itself.

(6) For f, g ∈ L1(Rn,C) we have

f̂ ∗ g(ξ) = (2π)
n
2 f̂(ξ)ĝ(ξ).

Theorem 1.4 (Fourier transform in L2). The following facts hold.
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(1) For a function f ∈ Cc(Rn,C) we have that f̂ ∈ L2(Rn,C) and ∥f̂∥L2 = ∥f∥L2. An
operator

F : L2(Rn,C) → L2(Rn,C) (1.6)

remains defined. For f ∈ L2(Rn,C) for any function φ ∈ Cc(Rn,C) with φ = 1 near
0 set

Ff(ξ) := lim
λ↗∞

(2π)−
n
2

∫
Rn

e−iξ·xf(x)φ(x/λ)dx

= lim
λ↗∞

(2π)−
n
2

∫
|x|≤λ

e−iξ·xf(x)dx.
(1.7)

Then (1.7) defines an isometric isomorphism inside L2(Rn,C), so in particular we
have

∥Ff∥L2(Rn,C) = ∥f∥L2(Rn,C). (1.8)

(2) The inverse map is defined by

F∗f(x) = lim
λ↗∞

(2π)−
n
2

∫
Rn

eiξ·xf(ξ)φ(ξ/λ)dξ

= lim
λ↗∞

(2π)
n
2

∫
|ξ|≤λ

eiξ·xf(ξ)dξ.
(1.9)

(3) For f ∈ L1(Rn,C) the two definitions (1.1) and (1.7) of F coincide (by dominated
convergence). Similarly, for f ∈ L1(Rn,C) the two definitions (1.3) and (1.9) of F∗

coincide.

Theorem 1.5 (Hausdorff–Young). For p ∈ [1, 2] and f ∈ Lp(Rn,C) then (1.7) defines a
function Ff ∈ Lp

′
(Rn,C) where p′ = p

p−1 and an operator remains defined which satisfies

∥Ff∥Lp′ (Rn,C) ≤ (2π)
−n

(
1
2
− 1

p′

)
∥f∥Lp(Rn,C). (1.10)

We know already cases p = 2 and p = 1. This implies that Theorem 1.5 is a consequence
of the Marcel Riesz interpolation Theorem, which we discuss now.

Theorem 1.6 (Riesz–Thorin). Let T be a linear map from Lp0(Rn)∩Lp1(Rn) to Lq0(Rn)∩
Lq1(Rn) satisfying

∥Tf∥Lqj ≤Mj∥f∥Lpj for j = 0, 1.

Then for t ∈ (0, 1) and for pt and qt defined by

1

pt
=

1− t

p0
+

t

p1
,

1

qt
=

1− t

q0
+

t

q1

we have
∥Tf∥Lqt ≤ (M0)

1−t(M1)
t∥f∥Lpt for f ∈ Lp0(Rn) ∩ Lp1(Rn).
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Proof. First of all notice that if f ∈ La ∩ Lb with a < b then f ∈ Lc for any c ∈ (a, b).
Indeed, set 1

c =
t
a +

1−t
b for t ∈ (0, 1). Then |f | = |f |t|f |1−t and by an extension of Hölder’s

inequality we have

∥f∥Lc ≤ ∥|f |t∥
L

a
t
∥|f |1−t∥

L
b

1−t
= ∥f∥tLa∥f∥1−tLb .

Here we were alluding to the fact that 1
r = 1

p +
1
q implies

∥fg∥Lr ≤ ∥f∥Lp∥g∥Lq .

For pt = p0 = p1 = ∞ (in fact we can repeat a similar argument for pt = p0 = p1 = ∞ any
fixed value in [1,∞]), by the above use of Hölder’s inequality we have

∥Tf∥Lqt ≤ ∥Tf∥tLq1∥Tf∥1−tLq0 ≤ (M0)
1−t(M1)

t∥f∥L∞

So let us suppose pt < ∞. Then by density, it is not restrictive to pick f to be a simple
function. It is enough to prove

|
∫
Tfgdx| ≤ (M0)

1−t(M1)
t∥f∥Lpt∥g∥

Lq′t
.

We already restricted to simple functions f =
∑m

j=1 ajχEj where the Ej are finite measure
sets mutually disjoint. But we will assume that we can reduce to simple functions g =∑N

k=1 bkχFk
where the Fj are finite measure sets mutually disjoint. This is certainly the

case if q′t <∞, by density. The case q′t = ∞ reduces to the case pt = ∞ by duality. In fact,
see Remark 16 p. 44 [1]

∥T∥L(Lpt ,Lqt ) = ∥T ∗∥L(Lq′t ,Lp′t )
.

Notice that if both p0 < ∞ and p1 < ∞ and since we are treating q0 = q1 = 1 then
∥T∥L(Lpj ,L1) = ∥T ∗∥

L(L∞,L
p′
j )

≤ Mj and so one reduces to the case pt = ∞. If, say,

p0 = ∞, then ∥T∥L(Lp1 ,L1) = ∥T ∗∥L(L∞,Lp′1 )
≤ M1 since p1 < ∞, but ∥T∥L(Lp0 ,L1) =

∥T ∗∥L(L∞,(L∞)′) ≤ M0, so in other words, we don’t get a Lebesgue space. However, the
issue is to bound for f ∈ Lp0 ∩L∞ a T ∗f ∈ L1 ∩ (L∞)′ = L1 where ∥T ∗f∥(L∞)′ = ∥T ∗f∥L1 ,
so that one can still apply the above argument used for pt = ∞.
For aj = eiθj |aj | and bk = eiψk |bk| the polar representations, set

fz :=

m∑
j=1

|aj |
α(z)
α(t) eiθjχEj with α(z) :=

1− z

p0
+

z

p1

gz :=
N∑
k=1

|bk|
1−β(z)
1−β(t) eiψkχFk

with β(z) :=
1− z

q0
+
z

q1
.

Notice that if qt = 1, then β(t) = 1 in which case gz makes no sense. In this particular case
we set gz = g instead. We consider now the function

F (z) =

∫
Tfzgzdx.
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Our goal is to prove |F (t)| ≤M1−t
0 M t

1.
F (z) is holomorphic in 0 < Re z < 1, continuous and bounded in 0 ≤ Re z ≤ 1. Boundedness
follows from estimates like

||aj |
α(z)
α(t) | = |aj |

α(Re z)
α(t) which is bounded for 0 ≤ Re z ≤ 1.

We have F (t) =
∫
Tfgdx. Then (by the 3 lines lemma, see below, which yields |F (z)| ≤

M1−Re z
0 MRe z

1 ) our Theorem is a consequence of the following two inequalities

|F (z)| ≤M0 for Re z = 0 ;

|F (z)| ≤M1 for Re z = 1 .

For z = iy we have

|fiy|p0 =

m∑
j=1

||aj |
α(iy)
α(t) |p0χEj =

m∑
j=1

||aj |

1
p0

+iy( 1
p1

− 1
p0
)

1
pt |p0χEj

=
m∑
j=1

||aj |
iypt

(
1
p1

− 1
p0

)
|aj |

pt
p0 |p0χEj =

m∑
j=1

|aj |ptχEj = |f |pt .

Similarly, using 1− β(z) = 1−z
q′0

+ z
q′1
,

|giy|q
′
0 =

N∑
k=1

||bk|
1−β(iy)
1−β(t) |q′0χFk

=

N∑
k=1

||bk|

iy

(
1
q′1

− 1
q′0

)
1
q′t |bk|

1
q′0
1
q′t |q′0χFk

=

N∑
j=1

|bk|q
′
tχFk

= |g|q′t .

Then

|F (iy)| ≤ ∥Tfiy∥q0∥giy∥q′0 ≤M0∥fiy∥p0∥giy∥q′0 =M0∥f∥
pt
p0
pt ∥g∥

q′t
q′0
q′t

=M0.

By a similar argument
|f1+iy|p1 = |f |pt

|g1+iy|q
′
1 = |g|q′t .

Indeed by α(1 + iy) = 1+iy
p1

− iy
p0

|f1+iy|p1 =

m∑
j=1

||aj |
α(1+iy)

α(t) |p1χEj =

m∑
j=1

||aj |

1
p1

+iy( 1
p1

− 1
p0
)

1
pt |p1χEj

=

m∑
j=1

||aj |
pt
p1 |p1χEj =

m∑
j=1

|aj |ptχEj = |f |pt
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and by 1− β(1 + iy) = 1+iy
q′1

− iy
q′0

|g1+iy|q
′
1 =

N∑
k=1

||bk|
1−β(1+iy)

1−β(t) |q′1χFk
=

N∑
k=1

||bk|

iy

(
1
q′1

− 1
q′0

)
1
q′t |bk|

1
q′1
1
q′t |q′1χFk

=
N∑
j=1

|bk|q
′
tχFk

= |g|q′t .

Finally

|F (1 + iy)| ≤ ∥Tf1+iy∥q1∥g1+iy∥q′1 ≤M1∥f1+iy∥p1∥g1+iy∥q′1 =M1∥f∥
pt
p1
pt ∥g∥

q′t
q′1
q′t

=M1.

Here we have used the following lemma.

Lemma 1.7 (Three Lines Lemma). Let F (z) be holomorphic in the strip 0 < Re z < 1,
continuous and bounded in 0 ≤ Re z ≤ 1 and such that

|F (z)| ≤M0 for Re z = 0 ;

|F (z)| ≤M1 for Re z = 1 .

Then we have |F (z)| ≤M1−Re z
0 MRe z

1 for all 0 < Re z < 1.

Proof. Let us start with the special case M0 = M1 = 1 and set B := ∥F∥L∞ . Set hϵ(z) :=
(1 + ϵz)−1 with ϵ > 0. Since Re(1 + ϵz) = 1 + ϵx ≥ 1 it follows |hϵ(z)| ≤ 1 in the strip.
Furthermore Im(1 + ϵz) = ϵy implies also |hϵ(z)| ≤ |ϵy|−1. Consider now the two vertical
lines y = ±B/ϵ and let R be the rectangle 0 ≤ x ≤ 1 and |y| ≤ B/ϵ. In |y| ≥ B/ϵ we have

|F (z)hϵ(z)| ≤
B

|ϵy|
≤ B

|ϵB/ϵ|
= 1.

On the other hand by the maximum modulus principle

sup
R

|F (z)hϵ(z)| = sup
∂R

|F (z)hϵ(z)| ≤ 1,

where on the horizontal sides the last inequality follows from the previous inequality and
on the vertical sides follows from |F (z)| ≤ 1 for Re z = 0, 1 and from |hϵ(z)| ≤ 1.
Hence in the whole strip 0 ≤ x ≤ 1 we have |F (z)hϵ(z)| ≤ 1 for any ϵ > 0. This implies
|F (z)| ≤ 1 in the whole strip 0 ≤ x ≤ 1.
In the general case (M0,M1) ̸= (1, 1) set g(z) :=M1−z

0 M z
1 . Notice that

g(z) = e(1−z) logM0ez logM1 ⇒ |g(z)| =M1−x
0 Mx

1 ⇒
min(M0,M1) ≤ |g(z)| ≤ max(M0,M1).

So F (z)g−1(z) satisfies the hypotheses of the case M0 = M1 = 1 and so |F (z)| ≤ |g(z)| =
M1−Re z

0 MRe z
1

Another example of application of M. Riesz’s Theorem is the following useful tool.
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Lemma 1.8 (Young’s Inequality). Let

Tf(x) =

∫
Rn

K(x, y)f(y)dy

where

sup
x∈Rn

∫
Rn

|K(x, y)|dy < C, sup
y∈Rn

∫
Rn

|K(x, y)|dx < C. (1.11)

Then
∥Tf∥Lp(Rn) ≤ C∥f∥Lp(Rn) for all p ∈ [1,∞]

Proof. The case p = 1,∞ follow immediately from (1.11). The intermediate cases from
Riesz’s Theorem.

We consider now for △ :=
∑

j
∂2

∂x2j
and for f ∈ S ′(Rn,C) the heat equation

ut −△u = 0 , u(0, x) = f(x).

By applying F we transform the above problem into

ût + |ξ|2û = 0 , û(0, ξ) = f̂(ξ).

This yields û(t, ξ) = e−t|ξ|
2
f̂(ξ). Notice that since f̂ ∈ S ′(Rn,C) and e−t|·|2 ∈ S(Rn,C) for

any t > 0, the last product is well defined. Furthermore, we have û(t, ·) ∈ C0([0,+∞),S ′(Rn,C))
and, as a consequence, since F is an isomorphism of S ′(Rn,C) also u(t, ·) ∈ C0([0,+∞),S ′(Rn,C)).

We have e−t|ξ|
2
= Ĝ(t, ξ) with G(t, x) = (2t)−

n
2 e−

|x|2
4t . Then u(t, x) = (2π)−

n
2G(t, ·) ∗ f(x).

In particular, for f ∈ Lp(Rn,C), we have

u(t, x) = (4πt)−
n
2

∫
Rn

e−
|x−y|2

4t f(y)dy.

Notice that by (1.2) we have

(4πt)−
n
2

∫
Rn

e−
|x|2
4t dx = 1.

Theorem 1.9. ρ ∈ L1(Rn) be s.t.
∫
ρ(x)dx = 1. Set ρϵ(x) := ϵ−nρ(x/ϵ). Consider

Cc(Rn,C) and for each p ∈ [1,∞] let Xp be the closure of Cc(Rn,C) in Lp(Rn,C), so that
Xp = Lp(Rn,C) for p < ∞ and X∞ = C0(Rn,C) $ L∞(Rn,C). Then for any f ∈ Xp we
have

lim
ϵ↘0

ρϵ ∗ f = f in Lp(Rn,C). (1.12)

In particular we have

lim
t↘0

(4πt)−
n
2 e−

|·|2
4t ∗ f = f in Lp(Rn,C). (1.13)
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Proof. Clearly, (1.13) is a special case of (1.12) setting ϵ =
√
t and ρ(x) = (4π)−

n
2 e−

|x|2
4 .

To prove (1.12) we start with f ∈ Cc(Rn,C). In this case

ρϵ ∗ f(x)− f(x) =

∫
Rn

(f(x− ϵy)− f(x))ρ(y)dy

so that, by Minkowski inequality and for ∆(y) := ∥f(· − y)− f(·)∥Lp , we have

∥ρϵ ∗ f(x)− f(x)∥Lp ≤
∫

|ρ(y)|∆(ϵ y)dy.

Now we have limy→0∆(y) = 0 and ∆(y) ≤ 2∥f∥Lp . So, by dominated convergence we get

lim
ϵ↘0

∥ρϵ ∗ f(x)− f(x)∥Lp = lim
ϵ↘0

∫
|ρ(y)|∆(ϵ y)dy = 0.

So this proves (1.12) for f ∈ Cc(Rn,C). The general case is proved by a density argument.

2 Maximally dissipative operators

Sections 2–8 are taken from [2].

Definition 2.1 (Operator). An (unbounded) operator on a Banach spaceX is a pair (A,D)
with D a vector subspace of X and A : D → X a linear map. We write also D(A) = D and
call D(A) the domain of A. The graph G(A) and the range R(A) of A are

G(A) = {(x,Ax) ∈ X ×X : x ∈ D(A)}
R(A) = {Ax ∈ X : x ∈ D(A)}.

Definition 2.2 (Dissipative operator). An operator A inX is dissipative if ∥λAx−x∥ ≥ ∥x∥
for all u ∈ D(A) and all λ > 0.

Lemma 2.3. Let A be a dissipative operator in X, y ∈ X and λ > 0. The there exists at
most one x ∈ D(A) s.t. x− λAx = y

Proof. Indeed if x−λAx = x′−λAx′ then for z = x−x′ we have z−λAz = 0 and the fact
that A is dissipative gives 0 = ∥λAz − z∥ ≥ ∥z∥.

Definition 2.4 (m–Dissipative operator). An operator A in X is maximally dissipative (or
m– dissipative from now on) if it is dissipative and if for any y ∈ X and any λ > 0 there is
x ∈ X s.t. x− λAx = y.

Definition 2.5. For a given m– dissipative operator A, for any y ∈ X and for any λ > 0
set Jλy = x where x− λAx = y. We also write (1− λA)−1 = Jλ.

Lemma 2.6. Jλ ∈ L(X) with ∥Jλ∥ ≤ 1.
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Proof. Indeed ∥Jλy∥ = ∥x∥ ≤ ∥λAx− x∥ = ∥y∥ by Def. 2.2.

Notice that AJλx = JλAx for all x ∈ D(A). Indeed

AJλx = λ−1(λA− 1 + 1)Jλx = λ−1(Jλ − 1)x = Jλλ
−1(1 + λA− 1)x = JλAx.

Lemma 2.7. Let an operator A in X be dissipative. The following are equivalent.

(1) A is m– dissipative.

(2) There exists a λ0 > 0 s.t. for any y ∈ X there is x ∈ X s.t. x− λ0Ax = y.

Proof. It is enough to focus on (2) ⇒ (1). The equation u− λAu = f is equivalent to

u− λAu = f ⇔ λ0
λ
u− λ0Au =

λ0
λ
f ⇔ u− λ0Au =

λ0
λ
f +

(
1− λ0

λ

)
u

⇔ u = F (u) with F (u) := Jλ0

(
λ0
λ
f +

(
1− λ0

λ

)
u

)
.

Now we have

∥F (u)− F (v)∥ ≤ k∥u− v∥ for k :=

∣∣∣∣1− λ0
λ

∣∣∣∣ .
For λ ≥ λ0 we have k = λ0

λ − 1 < 1. For λ < λ0

k =
λ0
λ

− 1 < 1 ⇔ λ0
λ
< 2.

So we have k ∈ [0, 1) if and only if λ ∈ (λ0/2,∞). If k ∈ [0, 1) then u = F (u) has exactly
one solution.
Suppose now by induction that, for λ > 2−(n−1)λ0 =: λn−1, Jλ exists. Let λ′ > λn−1 >
2−1λ′. Then, repeating the above argument, i.e. setting λ0 = λ′, it follows that Jλn−1 exists.
But then Jλ exists for λ > 2−1λn−1 = 2−nλ0. So Jλ exist for any λ s.t. λ > 2−nλ0 for some
n, that is for any λ > 0.

Example 2.8. For Ω ⊆ Rn we will check later the fact that the Dirichlet Laplacian in
L2(Ω,C), defined by △ :=

∑
j
∂2

∂x2j
and with

D(△) = {u ∈ H1
0 (Ω,C) : △u ∈ L2(Ω,C)}

is m– dissipative. Notice that D(△) ⊇ H1
0 (Ω,C)∩H2(Ω,C). A case when equality holds is

when ∂Ω is bounded and is a C2 manifold.

Lemma 2.9. Given A m–dissipative in X, then lim
λ↘0

∥Jλx− x∥ = 0 ∀ x ∈ D(A).

Proof. Since ∥Jλ − 1∥ ≤ 2, by density we can assume x ∈ D(A). Then

Jλx− x = Jλx− Jλ(1− λA)x = λJλAx.

So ∥Jλx− x∥ = λ∥JλAx∥ ≤ λ∥Ax∥ → 0 for λ↘ 0.
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2.1 Some other examples of m–dissipative operators

2.1.1 d
dx in Lp(R,C)

We refer to [4] p. 485. In Lp(R,C) with p ∈ [1,∞] we consider the operator d
dx (with d

dxf the

distributional derivative of f) with D( ddx) the subset of f ∈ Lp(R,C) whose distributional

derivative is in Lp(R,C), that is to say W 1,p(R,C). We check that this d
dx is m-dissipative.

The case p = 2 is easy. First of all for λ > 0

∥f − λf ′∥L2 = ∥(1 + iλξ)f̂∥L2 ≥ ∥f̂∥L2 = ∥f∥L2

so it is dissipative. Furthermore, u = F∗ f̂
1+iξ solves (1− d

dx)u = f , so it is m-dissipative.

(Notice that also − d
dx with D(− d

dx) =W 1,2(R,C) = H1(R,C) is m-dissipative in L2(R,C).)
Let us now turn to generic p. Consider the equation u−λu′ = f or u′−λ−1u = −λ−1f . We
rewrite it, at least formally, in the form (ue−λ

−1x)′ = −λ−1e−λ
−1xf and, solving formally

using the ”boundary condition” lim
x↗∞

e−λ
−1xu(x) = 0, write

u(x) = λ−1

∫ ∞

x
e−λ

−1(y−x)f(y)dy = λ−1

∫
R
e−λ

−1(y−x)χR+(y − x)f(y)dy. (2.1)

We take this as definition of u. Then the function u belongs to Lp(R) since

∥u∥Lp(R) ≤ λ−1∥e−λ−1xχR+∥L1(R)∥f∥Lp(R) = ∥f∥Lp(R). (2.2)

Finally, we claim that u − λu′ = f is true in a distributional sense. Testing with a test
function ϕ ∈ C∞

c (R,C)∫
R
u(x)(λϕ′(x) + ϕ(x))dx =

∫
R

(
λ−1

∫ ∞

x
e−λ

−1(y−x)f(y)dy

)
(λϕ′(x) + ϕ(x))dx

=

∫
R
dyf(y)

∫ y

−∞
e−λ

−1(y−x)(ϕ′(x) + λ−1ϕ(x))dx =

∫
R
dyf(y)ϕ(y).

(2.3)

Notice that the commutation in the order of integration follows because

χR+(y − x)e−λ
−1(y−x)f(y)(λϕ′(x) + ϕ(x)) ∈ L1(R2).

The last equality in (2.3) follows from the integration by parts∫ y

−∞
eλ

−1(x−y)ϕ′(x)dx+ λ−1

∫ y

−∞
eλ

−1(x−y)ϕ(x)dx = ϕ(y).

(2.3) proves u− λu′ = f in a distributional sense. Since by (2.2) we have

∥u∥Lp(R) ≤ ∥u− λu′∥Lp(R)

d
dx is dissipative if we can prove that (2.1) is the only solution of u − λu′ = f with u ∈
W 1,p(R,C). This is a consequence of the fact that the only solution u − λu′ = 0 with
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u ∈ W 1,p(R,C) is u = 0. It is easy see that we must have for a constant c that u = ceλ
−1x

and for this to belong to Lp(R) we need c = 0. So we have shown that d
dx is m–dissipative.

Notice that D( ddx) = W 1,p(R,C) is dense in Lp(R,C) only for p ∈ [1,∞) and not for

p = ∞. We will see later that this is important for the group (et
d
dx )t∈R.

For p = ∞ we have W 1,∞(R,C) ⊂ C(R,C) ∩ L∞(R,C) = C(R,C) ∩ L∞(R,C) $
L∞(R,C).

Notice that d
dx with D( ddx) = C0(R,C)∩W 1,∞(R,C) has dense domain in C0(R,C) and

is m–dissipative in C0(R,C).
Notice that also − d

dx is m–dissipative. We know this already for L2(R,C). The case
p ̸= 2 is m-dissipative by a similar argument, redefining (2.1).

2.1.2 d
dx in Lp(R+,C)

In Lp(R+,C) with p ∈ [1,∞] we consider the operator d
dx with D( ddx) = W 1,p(R+,C). We

do not assume a boundary condition. We show now that d
dx is an m-dissipative operator.

We will show also that − d
dx is not m-dissipative.

The fact that d
dx is m-dissipative can be proved as in Subsect. 2.1.1. We define u as in

(2.1) setting

u(x) = χ[0,∞)(x)λ
−1

∫ ∞

x
e−λ

−1(y−x)f(y)dy = χ[0,∞)(x)λ
−1

∫
R
e−λ

−1(y−x)χR+(y − x)f(y)dy.

(2.4)
By (2.1)–(2.2) and by (2.4) we conclude that u belongs to Lp(R+) with

∥u∥Lp(R+) ≤ ∥f∥Lp(R). (2.5)

The fact that u− λu′ = f in a distributional sense is consequence of (2.3) when testing is
done w.r.t. ϕ ∈ C∞

c (R+,C). Finally the fact that d/dx is dissipative follows from (2.5) and
the fact that formula (2.4) provides the unique solution of u−λu′ = f with u ∈W 1,p(R+,C).
In fact any distributional solution of u − λu′ = 0 satisfies like in Sect. 2.1.1 u = ceλ

−1x so
that u ∈ Lp(R+) implies c = 0.
We can ask now why − d

dx with D(− d
dx) = W 1,p(R+,C) is not dissipative (and so a

fortiori not m–dissipative). Consider the equation u + λu′ = f . Here we can assume
f ∈ Cc(R+,C) so that the distributional solutions are classical solutions. Then we get
(ueλ

−1x)′ = λ−1eλ
−1xf and the generic classical solution of this equation will satisfy

u(x) = e−λ
−1xu(0) + λ−1

∫ x

0
e−λ

−1(x−y)f(y)dy = e−λ
−1xu(0) + e−λ

−1xλ−1

∫ x

0
eλ

−1yf(y)dy.

(2.6)
Since f has compact support, we see that for any u(0) formula (2.6) yields u ∈W 1,p(R+,C).
So for f ∈ Cc(R+,C) the equation u + λu′ = f has infinitely many solutions u ∈ D(− d

dx)

and not just at most one as would be the case if − d
dx was dissipative.
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2.1.3 d
dx in Lp(R+,C) with Dirichlet condition at 0

In Lp(R+,C) with p ∈ [1,∞] the operator d
dx with Dirichlet condition at 0, that is

D(d/dx) = {f ∈W 1,p(R+,C) : f(0) = 0}. (2.7)

We show now that − d
dx is an m-dissipative operator while d

dx is not m-dissipative. The fact

that d
dx is not m-dissipative follows readily from the fact that a solution to u− λu′ = f has

to satisfy (2.4) which, for any f ∈ Cc(R+) nonzero and with f ≥ 0 is s.t. u(0) ̸= 0. We
turn now to the proof that − d

dx is m-dissipative.
Like before, consider the equation by (2.6) and using the boundary condition u(0) = 0 write

u(x) = λ−1

∫ x

0
e−λ

−1(x−y)f(y)dy = λ−1

∫
R
e−λ

−1(x−y)χR+(x− y)χR+(y)f(y)dy. (2.8)

We take this as definition of u. Notice that u ∈ C0([0,∞),C) with u(0) = 0. Notice that
(2.8) defines u(x) also for x < 0 as u(x) = 0.

Then this function u defined in R belongs to Lp(R), and so in particular its restriction
on R+ belongs to Lp(R+) since, extending in an obvious way χR+(x)f(x) on x < 0, we get

∥u∥Lp(R) ≤ λ−1∥e−λ−1xχR+∥L1(R)∥χR+f∥Lp(R) = ∥f∥Lp(R+). (2.9)

The claim that u + λu′ = f in a distributional sense can be proved like before testing by
means of ϕ ∈ C∞

c (R+,C) and integrating by parts∫
R+

u(x)(ϕ(x)− λϕ′(x))dx =

∫
R+

λ−1

∫ x

0
e−λ

−1(x−y)f(y)dy(ϕ(x)− λϕ′(x))dx

=

∫
R+

dyf(y)

∫ ∞

y
e−λ

−1(x−y)(λ−1ϕ(x)− ϕ′(x))dx =

∫
R
dyf(y)ϕ(y).

This proves u+ λu′ = f in a distributional sense. From (2.9)

∥u∥Lp(R+) ≤ ∥u+ λu′∥Lp(R+).

and so − d
dx is dissipative. By providing a solution u ∈ Lp(R+) of u + λu′ = f for any

f ∈ Lp(R+) we have shown that − d
dx is m–dissipative.

D(− d
dx) is dense in Lp(R+,C) only for p ∈ [1,∞) and not for p = ∞. We will see later

that this is important for the group (e−t
d
dx )t∈R.

For p = ∞ D(− d
dx) is dense in

C0(R+,C) = {f ∈ C((0,∞),C) : lim
x↗∞

f(x) = lim
x↘0

f(x) = 0} (2.10)

which is a closed subspace of L∞(R+,C) and where it is an m–dissipative operator.
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2.1.4 Laplacian

Consider the operator △ :=
∑

j
∂2

∂x2j
in Lp(Rn,C) and let us set (for △f defined in a

distributional sense)

D(△) := {f ∈ Lp(Rn,C) : △f ∈ Lp(Rn,C)}.

Notice that always W 2,p(Rn,C) ⊆ D(△). It turns out that for p ∈ (1,∞) we have
W 2,p(Rn,C) = D(△) while for p = 1,∞ this is false.

Let us consider the case p = 2. If u ∈ D(△) then f := (1−△)u is in L2(Rn,C). Using
the Fourier transform we see that

u := F∗

[
f̂

1 + |ξ|2

]
(2.11)

The latter defines a bounded operator from L2(Rn,C) to H2(Rn,C). Indeed

∥∂αu∥L2 = ∥ξα f̂

1 + |ξ|2
∥L2 ≤ ∥f̂∥L2 = ∥f∥L2

for any multi–index |α| ≤ 2. This implies that D(△) = H2(Rn,C). The operator in
(2.11), which we denote by (1−△)−1, extends into a bounded operator from Lp(Rn,C) to
W 2,p(Rn,C) for any p ∈ (1,∞) and (1−△)(1−△)−1 = I . This because it can be proved,
using the Calderon Zygmund theory, that

∥∂α(1−△)−1f∥Lp = ∥F∗[ξα
f̂

1 + |ξ|2
]∥Lp ≤ Cp∥f∥Lp

for |α| ≤ 2. But this is false for p = 1,∞.
Having established that for p ∈ (1,∞) we have D(△) = W 2,p(Rn,C) we discuss the

fact that △ is m– dissipative. It is enough to show that it is dissipative.
The case p = 2 is easy: for u ∈ H2(Rn,C) and λ > 0

∥u− λ△u∥L2 = ∥(1 + λ|ξ|2)û∥L2 ≥ ∥û∥L2 = ∥u∥L2 .

Notice that D(△) = H2(Rn,C) is dense in L2(Rn,C). Furthermore, given f, g ∈ D(△) we
have

⟨△f, g⟩L2 = ⟨|ξ|2f̂ , ĝ⟩L2 = ⟨f̂ , |ξ|2ĝ⟩L2 = ⟨f,△g⟩L2

where

⟨f, g⟩L2 :=

∫
Rn

f(x)g(x)dx.

We will see that these facts imply that △ is self–adjoint in L2(Rn,C).
The case p ∈ (1,∞)\{2} will be discussed later using the heat kernel and the Hille–Yosida-
Phillips Theorem which tells us that the generator of a contraction semigroup is an m–
dissipative operator.
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3 m–dissipative operators in Hilbert spaces

Definition 3.1 (Closure). An operator A on a Banach space X is closed if its graph G(A)
is a closed subspace of X ×X.

Definition 3.2 (Extension). Let S and T be operators on a Banach space X. S is an
extension of T if D(T ) ⊆ D(S) and T = S in D(T ). Equivalently, S is an extension of T if
G(T ) ⊆ G(S).

Definition 3.3. An operator A is closable if it has a closed extension. The ”smallest”
closest extension is the closure of A.

Example 3.4. Consider L2(R,R) ∋ f(x)
A→ xf(x) where D(A) = {f ∈ L2(R,R) : xf ∈

L2(R,R)}. Then A is closed. Indeed, let (fn, Afn)
n→∞→ (f, g) in L2(R,R)× L2(R,R). We

know that this implies that there exists X ⊂ R with R\X of 0 measure s.t. for all x ∈ X
we have

lim
n→∞

fn(x) = f(x) and lim
n→∞

xfn(x) = g(x).

Obviously this implies that g(x) = xf(x) for all x ∈ X. So f ∈ D(A). Hence A is closed.

Example 3.5. Consider L2(R,R) ∋ f(x)
A→ e−x

2
f(0) where D(A) = Cc(R,R). Then notice

that for any f ∈ L2(R,R) and any z ∈ R there exists a sequence fn,z ∈ Cc(R,R) s.t.

fn,z
n→∞→ f in L2(R,R) and fn,z(0) = z for all n. This means that A is not closable,

because if B was such a closure, then for (fn,z, Bfn,z) = (fn,z, Afn,z) → (f, ze−x
2
), we

would have Bf = ze−x
2
for any z ∈ R. Absurd.

Definition 3.6 (Adjoint Operator). Let A be an operator with D(A) = X on a Hilbert
space X (which we can always assume on R) with inner product ⟨ , ⟩. Set

D(A∗) = {x ∈ X : ∃ y ∈ X s.t. ⟨Av, x⟩ = ⟨v, y⟩ ∀ v ∈ D(A)}. (3.1)

(Notice that for x ∈ D(A∗) the corresponding y is unique). Then the adjoint A∗ of A is
defined by

A∗ : D(A∗) → X with A∗x = y. (3.2)

A is symmetric if A∗ is an extension of A. This can be equivalently stated by G(A) ⊆ G(A∗).
A is self–adjoint if A∗ = A. This can be equivalently stated by G(A) = G(A∗).
A is skew–adjoint if A∗ = −A.

The graph G(A∗) is always closed. Indeed, if (xn, A
∗xn) → (x̂, ŷ) we have

⟨Av, x̂⟩ = lim
n
⟨Av, xn⟩ = lim

n
⟨v,A∗xn⟩ = ⟨v, ŷ⟩ ∀ v ∈ D(A)

and so x̂ ∈ D(A∗) with ŷ = A∗x̂. On the other hand, the following example shows that
D(A∗) not necessarily dense in X.
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Example 3.7. Let f ∈ L∞(R,R) with f ̸∈ L2(R,R) and ψ0 ∈ L2(R,R). Set

D(A) = {ψ ∈ L2(R,R) : ψf ∈ L1(R)}
Aψ = ⟨f, ψ⟩ψ0

(3.3)

Notice that D(A) ⊇ C0
c (R,R) is dense in L2(R,R).

Suppose ϕ ∈ D(A∗). Then for all ψ ∈ D(A)

⟨ψ,A∗ϕ⟩ = ⟨Aψ, ϕ⟩ = ⟨⟨f, ψ⟩ψ0, ϕ⟩ = ⟨f, ψ⟩⟨ψ0, ϕ⟩ = ⟨⟨ψ0, ϕ⟩f, ψ⟩.

So A∗ϕ = ⟨ψ0, ϕ⟩f and this has to belong to L2(R,R). Since f ̸∈ L2(R,R) this can happen
only if ⟨ψ0, ϕ⟩ = 0. In fact D(A∗) = {ψ0}⊥ where A∗ϕ = ⟨ψ0, ϕ⟩f = 0.

Example 3.8. The operator Af(x) = xf(x) in Example 3.4 is self–adjoint. First of all it is
symmetric. Indeed if g ∈ D(A) then

⟨g,Af⟩ = ⟨g, xf⟩ = ⟨xg, f⟩ for all f ∈ D(A).

Then g ∈ D(A) implies g ∈ D(A∗) with A∗g = Ag. So A∗ is an extension of A. On the
other hand, let g ∈ D(A∗). Then there exists h ∈ L2(R,R) s.t.

⟨g,Af⟩ = ⟨g, xf⟩ = ⟨h, f⟩ for all f ∈ D(A).

Testing with respect of f ∈ C∞
c (R,R) ⊂ D(A) implies that xg(x) = h(x) a.e. and so

g ∈ D(A) .
In a similar fashion, given any φ ∈ L∞

loc(Rn,R), the operator Af(x) = φ(x)f(x) where
D(A) = {f ∈ L2(Rn,C) : φ(·)f(·) ∈ L2(Rn,C)} is self–adjoint.

Example 3.9. Using the last sentence we conclude that the operator △ in L2(Rn,C) with
D(△) = H2(Rn,C) is self–adjoint in L2(Rn,C).

Lemma 3.10. Consider a Hilbert space X. An operator A is dissipative in X if and only
if ⟨Au, u⟩ ≤ 0 for all u ∈ D(A).

Proof. If ⟨Au, u⟩ ≤ 0 for all u ∈ D(A) then for any λ > 0 and u ∈ D(A)

∥u− λAu∥2 = ∥u∥2 + λ2∥Au∥2 − 2λ⟨Au, u⟩ ≥ ∥u∥2 + λ2∥Au∥2 ≥ ∥u∥2.

Viceversa, if A is dissipative for any λ > 0 and u ∈ D(A)

−2⟨Au, u⟩+ λ∥Au∥2 = λ−1
(
∥u− λAu∥2 − ∥u∥2

)
≥ 0

So −⟨Au, u⟩+ 2−1λ∥Au∥2 ≥ 0 for any λ > 0 and u ∈ D(A), which implies ⟨Au, u⟩ ≤ 0 for
any u ∈ D(A).

Theorem 3.11. Let A be a dissipative linear operator with dense domain in a Hilbert space
X. Then A is m–dissipative if and only if A∗ is dissipative and G(A) is closed.
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Corollary 3.12. Let A be a densely defined operator in X s.t. G(A) ⊆ G(A∗) (that is, A
is symmetric) and with ⟨Au, u⟩ ≤ 0 for all u ∈ D(A). Then A is m–dissipative if and only
if it is self–adjoint.

Proof. First of all by Lemma 3.10 we know that A is dissipative.
We assume that A is self–adjoint. By A∗ = A, A∗ is dissipative. Since G(A∗) is always
closed, then G(A) is closed. So A is a densely defined operator which is dissipative, with
G(A) closed and A∗ dissipative. By Theorem 3.11 we conclude that A is m–dissipative
We assume now that A is m–dissipative. By Theorem 3.11 we have that A∗ is dissipative.
Let (u,A∗u) ∈ G(A∗) and set g = u−A∗u. Since A is m–dissipative, there exists v ∈ D(A)
s.t. g = v−Av. Since G(A) ⊆ G(A∗) we have (v,Av) ∈ G(A∗) and (u− v)−A∗(u− v) = 0.
But since A∗ is dissipative we have u = v. So G(A) = G(A∗) and so A = A∗.

Example 3.13. For Ω ⊆ Rn the Dirichlet Laplacian in L2(Ω,C) is defined by △ :=
∑

j
∂2

∂x2j
and

D(△) = {u ∈ H1
0 (Ω,C) : △u ∈ L2(Ω,C)}.

We show that the Dirichlet Laplacian is self–adjoint and m–dissipative.
First of all it is dissipative. For u ∈ D(△) and any φ ∈ H1

0 (Ω) we claim that we have∫
Ω
φ(x)△u(x)dx = −

∫
Ω
∇φ(x) · ∇u(x)dx. (3.4)

(3.4) is true for φ ∈ C∞
c (Ω) and extends to all φ ∈ H1

0 (Ω) by the density of C∞
c (Ω) in

H1
0 (Ω) and by the continuity of both sides of (3.4) with respect to φ ∈ H1

0 (Ω).
(3.4) implies that ⟨u,△u⟩ ≤ 0 ∀u ∈ D(△). This in turn is equivalent to △ being dissipative
by Lemma 3.10.
Next we show that △ is symmetric. Indeed, ⟨u,△v⟩ = ⟨△u, v⟩ for all u, v ∈ D(△) from
(3.4).
Now we show that △ is m–dissipative. Let f ∈ L2(Ω). Since H1

0 (Ω) is a Hilbert space with
inner product ⟨a, b⟩H1

0 (Ω) = ⟨a, b⟩L2(Ω) +
∑

j⟨∂ja, ∂jb⟩L2(Ω), by the Frigyes Riesz representa-

tion Theorem ∃ u ∈ H1
0 (Ω) s.t.

⟨f, φ⟩L2(Ω) = ⟨u, φ⟩H1
0 (Ω) for all φ ∈ H1

0 (Ω).

Restricting to φ ∈ C∞
c (Ω) and by the definition of ∂2j u in the sense of distributions we

obtain

⟨f, φ⟩D′(Ω),C∞
c (Ω) = ⟨f, φ⟩L2(Ω) =

∫
Ω
uφdx+

n∑
j=1

∫
Ω
∂ju∂jφdx = ⟨u−△u, φ⟩D′(Ω),C∞

c (Ω)

where at the extremes we have the pairing between distributions and test functions

⟨ , ⟩D′(Ω),C∞
c (Ω) : D′(Ω)× C∞

c (Ω) → R.

But then in D′(Ω) we have u − △u = f . This implies that △u ∈ L2(Ω) and since by
definition we have u ∈ H1

0 (Ω) we conclude that u ∈ D(△). So △ is m–dissipative. By
Corollary 3.14 we conclude that △ is also self–adjoint.
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Corollary 3.14. Let A be skew–adjoint. Then ±A are m–dissipative.

Proof. We have ⟨Au, u⟩ = ⟨A∗u, u⟩ = −⟨Au, u⟩ and so ⟨Au, u⟩ = 0 for all u ∈ D(A). So ±A
is dissipative by Lemma 3.10. Since A∗ = −A then also A∗ is dissipative. We know that
G(A∗) is closed, so G(−A) = G(A∗) is closed and we conclude that −A is m–dissipative
by Theorem 3.11. Finally, the map (x, y) → (x,−y) is an isomorphism inside X × X
which sends G(A) in G(−A). This means that G(A) is closed and so A is m–dissipative by
Theorem 3.11.

Proof of Theorem 3.11. Let A be m–dissipative with dense domain. We first prove that
G(A) is closed.
First of all, G(A) is closed iff G(1 − A) is closed. This follows from the fact that (u, v) →
(u, u − v) is an isomorphism in X × X, which preserves closed subspaces of X × X and
which maps G(A) in G(1−A).
G(1 − A) is closed iff G((1 − A)−1) is closed since they are sent one on the other by the
isomorphism (u, v) → (v, u) in X × X. Finally, G((1 − A)−1) = G(J1) is closed because
J1 ∈ L(X,X). This completes the proof that G(A) is closed.
We now show that A∗ is dissipative. For v ∈ D(A∗) we have

⟨A∗v,

∈D(A)︷︸︸︷
Jλv ⟩ = ⟨v,A(1− λA)−1v⟩ =

λ−1⟨v, (λA− 1 + 1)(1− λA)−1v⟩ = λ−1⟨v,
(

1

1− λA
− 1

)
v⟩ = λ−1

(
⟨v, Jλv⟩ − ∥v∥2

)
≤ 0

where the last inequality follows from ∥Jλ∥ ≤ 1.
Taking the limit λ ↘ 0 and by Jλv → v we get ⟨A∗v, v⟩ ≤ 0 and so A∗ is dissipative by
Lemma 3.10.

Let us now suppose that A and A∗ are dissipative, that G(A) is closed and D(A) dense.
We have to show that A is m–dissipative. As we argued above G(A) closed is equivalent to
G(1−A) is closed.
Since G(1− A) is closed and A is dissipative we conclude that R(1− A) is closed. Indeed,
if {(1 − A)xn} is a Cauchy sequence in R(1 − A) then {xn} is a Cauchy sequence D(A).
This follows by the fact that A is dissipative which yields ∥(1−A)(xn−xm)∥ ≥ ∥xn−xm∥.
Then (xn, (1−A)xn) is a Cauchy sequence in G(1−A) which hence converges in G(1−A).
So {(1−A)xn} converges in R(1−A).
Since we know now that R(1−A) = R(1−A) we need to show that R(1−A) = X. If
R(1−A) $ X then there is a non zero v ∈ R(1−A)⊥. Then

⟨v, u⟩ = ⟨v,Au⟩ for every u ∈ D(A).

But this implies that v ∈ D(A∗) with A∗v = v. Then (1 − A∗)v = 0. But since A∗ is
dissipative this implies v = 0 and we get a contradiction. So R(1−A) = X and so A is
m–dissipative.
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Example 3.15. Let X = L2([0, 1]) and let A = d
dx with

D(A) = {u ∈ H1((0, 1)) : u(1) = 0}.

For u, v ∈ H1((0, 1)) we have∫ 1

0
u′(x)v(x)dx = u(1)v(1)− u(0)v(0)−

∫ 1

0
u(x)v′(x)dx, (3.5)

see [1] p.215. Notice that for u = v ∈ D(A) we have∫ 1

0
u′(x)u(x)dx = −2−1|u(0)|2 ≤ 0.

So A is dissipative.
Let now v ∈ D(A∗). First of all, for u ∈ C∞

0 ((0, 1)) from ⟨u′, v⟩ = ⟨u,A∗v⟩ it follows that
in the sense of distributions v′ = −A∗v ∈ L2([0, 1]). Hence for all v ∈ D(A∗) we have
v ∈ H1((0, 1)) and A∗v = −v′. From (3.5) we obtain u(0)v(0) = 0 for all u ∈ D(A). This
implies v(0) = 0. Viceversa, given any v ∈ H1((0, 1)) with v(0) = 0 then from (3.5) we
obtain v ∈ D(A∗).
So A∗ = − d

dx with
D(A∗) = {v ∈ H1((0, 1)) : v(0) = 0}.

From (3.5) we can see that for u = v ∈ D(A∗) we have∫ 1

0
(−v′(x))v(x)dx = −2−1|v(1)|2 ≤ 0.

So A∗ is dissipative.
It is easy to understand that A is the adjoint of A∗. Hence G(A) is closed. So A is
m–dissipative.

4 Extrapolation

Proposition 4.1. Let A be an m–dissipative operator on a Banach space X with dense
domain D(A). There exists a Banach space X and an m–dissipative operator A on X s.t.

(1) X ↪→ X with dense image;

(2) For all u ∈ X we have ∥u∥X = ∥J1u∥X ;

(3) D(A) = X and the norms ∥ ∥D(A) := ∥ · ∥X + ∥A · ∥X and ∥ ∥X are equivalent;

(4) Au = Au for any u ∈ D(A).

The pair (X,A) is unique up to isomorphism.
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Example 4.2. Take A = △ in X = L2(Rn,C) with D(△) = H2(Rn,C). Set

X = {u ∈ S ′(Rn,C) : F∗ [(1 + |ξ|2)−1û(ξ)
]
∈ L2(Rn,C)} with ∥u∥X := ∥F∗ [(1 + |ξ|2)−1û(ξ)

]
∥X .

Notice that for u ∈ X we have F∗ [(1 + |ξ|2)−1û(ξ)
]
= J1u and that X = H−2(Rn,C) where

for any s ∈ R

Hs(Rn,C) := {f ∈ S ′(Rn,C) : (1 + |ξ|2)s/2û(ξ) ∈ L2(Rn,C)}. (4.1)

L2(Rn,C) is dense in H−2(Rn,C).
For any u ∈ L2(Rn,C) the distribution △u belongs to H−2(Rn,C). So let us define A = △
with D(A) = L2(Rn,C). For u ∈ D(A)

∥u∥D(A) := ∥u∥X + ∥Au∥X = ∥(1 + |ξ|2)−1û∥L2 + ∥(1 + |ξ|2)−1|ξ|2û∥L2 ≤ 2∥û∥L2 = 2∥u∥L2

and
∥u∥D(A) := ∥u∥X + ∥Au∥X = ∥(1 + |ξ|2)−1û∥L2 + ∥(1 + |ξ|2)−1|ξ|2û∥L2

≥ ∥(1 + |ξ|2)−1û∥L2(|ξ|≤1) + ∥(1 + |ξ|2)−1|ξ|2û∥L2(|ξ|≥1)

= (

∫
|ξ|≤1

|(1 + |ξ|2)−1û|2)
1
2 + (

∫
|ξ|≥1

|(1 + |ξ|2)−1|ξ|2û|2)
1
2

≥ 2−1(

∫
|ξ|≤1

|û|2)
1
2 + 2−1(

∫
|ξ|≥1

|û|2)
1
2 ≥ 2−2∥û∥L2 .

Proof of Prop. 4.1. For u ∈ X we consider |||u||| := ∥J1u∥X . This is a norm on X. We
denote by X the completion of X by this norm, which is unique up to isomorphism and is
s.t. (1) holds. Set ∥ ∥X = ||| |||. We have

J1Au = (1−A)−1[1 + (A− 1)]u = J1u− u ∀ u ∈ D(A).

Then for u ∈ D(A)

∥Au∥X = ∥J1Au∥X ≤ ∥J1u∥X + ∥u∥X = 2∥u∥X .

So A can be extended into an operator Ã ∈ L(X,X), in a unique way since D(A) is dense
in X. We set A = Ã with D(A) = X.
Turning to claim (3), for u ∈ D(A) we have

∥u∥D(A) = ∥u∥X + ∥Au∥X ≤ ∥u∥X + 2∥u∥X ≤ 3∥u∥X .

Notice that since for any u ∈ X exists D(A) ∋ un → u in X and since A ∈ L(X,X) then
∥u∥D(A) ≤ 3∥u∥X remains true for all u ∈ X.

For u ∈ D(A) by the triangular inequality we have

∥u∥D(A) = ∥u∥X + ∥Au∥X = ∥J1u∥X + ∥J1Au∥X = ∥J1u∥X + ∥J1u− u∥X ≥ ∥u∥X

and by continuity ∥u∥D(A) ≥ ∥u∥X remains true for all u ∈ X.
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Claim (4), that is Au = Au for any u ∈ D(A), holds by construction.
We now check that A is m–dissipative. Let λ > 0. For u ∈ D(A) and v = J1u we have

v − λAv = (J1 − λAJ1)u = (J1 − λJ1A)u = J1(1− λA)u.

Since A is dissipative ∀ u ∈ D(A)

∥u−λAu∥X := ∥J1(1−λA)u∥X = ∥v−λAv∥X ≥ ∥v∥X = ∥J1u∥X =: ∥u∥X ⇒ ∥u−λAu∥X ≥ ∥u∥X .

For u ∈ X\D(A) let (un)n be a sequence in D(A) with un → u in X. Then by Ã = A in
D(A)

∥un − λÃun∥X ≥ ∥un∥X ⇒ ∥u− λÃu∥X ≥ ∥u∥X
where we used Ã ∈ L(X,X). This implies ∥u−λAu∥X ≥ ∥u∥X for any u ∈ D(A) and so A
is dissipative.
We next show that for any f ∈ X there exists u ∈ X s.t. f = u − Ãu. We consider a
sequence (fn) in X s.t. fn → f in X. Consider the sequence (un) in D(A) defined by
un := J1fn. Since ∥un − um∥X = ∥fn − fm∥X and since (fn) is Cauchy in X then (un) is

Cauchy in X. Then un converges in X to an u ∈ X. Then by Ã ∈ L(X,X)

fn = (1−A)un = (1− Ã)un ∀ n⇒ f = (1− Ã)u = (1−A)u.

Corollary 4.3. If x ∈ X is s.t. Ax ∈ X then x ∈ D(A) and Ax = Ax.

Proof. Let f = x−Ax ∈ X. Since A is m–dissipative there exists u ∈ D(A) s.t. f = u−Au.
Hence (x− u)−A(x− u) = 0. Since A is dissipative this implies x = u.

5 Contraction semigroups

Let A bem–dissipative in X with D(A) = X. Let Aλ := JλA. Notice that Aλ = λ−1(Jλ−1)
since

λ−1(Jλ − 1) = λ−1
(
(1− λA)−1 − (1− λA)(1− λA)−1

)
= λ−1 (1− (1− λA)) (1− λA)−1 = A(1− λA)−1 = Aλ.

Then ∥Aλ∥ ≤ 2λ−1 and we can set Tλ(t) = etAλ where , as for any bounded operator,

etAλ =
∞∑
n=0

(tAλ)
n

n!
.

Theorem 5.1. For any x ∈ X we have that lim
λ↘0

Tλ(t)x converges uniformly on compact

sets to a function u(t) ∈ C([0,∞), X). We set T (t)x := u(t). Then

T (t) ∈ L(X) with ∥T (t)∥ ≤ 1 for all t ≥ 1

T (0) = I

T (t+ s) = T (t)T (s) for all t, s.

(5.1)
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If x ∈ D(A) then u(t) = T (t)x is the unique solution of the following problem:

u ∈ C([0,∞), D(A)) ∩ C1((0,∞), X)

u′(t) = Au(t) for all t > 0

u(0) = x,

(5.2)

where we endow D(A) with the norm ∥x∥D(A) = ∥x∥+ ∥Ax∥.
For all x ∈ D(A) we have T (t)A = AT (t)x.

Proof. There are 5 steps in the proof.
Step 1. We claim that if we set uλ(t) := Tλ(t)x, we have always ∥uλ(t)∥ ≤ ∥x∥. Notice that
later, when we prove that limλ↘0 uλ(t) = u(t), this implies immediately that ∥u(t)∥ ≤ ∥x∥.
By Aλ = λ−1(Jλ − 1) we have Tλ(t) = etAλ = etλ

−1(Jλ−1) = etλ
−1Jλe−tλ

−1
and ∥Tλ(t)∥ ≤

etλ
−1∥Jλ∥e−tλ

−1 ≤ 1 by ∥Jλ∥ ≤ 1.

Step 2. Let x ∈ D(A). We claim that the family of functions (uλ(t))λ>0, which is contained
in C([0,∞), X), for λ ↘ 0 converges uniformly on compact sets to a function u(t) ∈
C([0,∞), X). We set T (t)x = u(t). It is elementary to then show that T (t) : D(A) → X is
a linear operator such that ∥T (t)x∥X ≤ ∥x∥X . that can be extended in a unique way to an
operator T (t) ∈ L(X) s.t.∥T (t)∥ ≤ 1.
To prove the claim, we make another claim. This 2nd claim states that Aλ and Aµ commute
for any pair in λ, µ ∈ R+. One expresses this writing [Aλ, Aµ] = 0, where [T, S] := TS−ST.
We will prove [Aλ, Aµ] = 0 in a moment. Recall that if T and S are two bounded operators
with [T, S] = 0 then eT+S = eT eS . Then [Aλ, Aµ] = 0 implies

d

ds
(Tλ(st)Tµ(t− st))x =

d

ds
estAλ+(t−st)Aµx = tTλ(st)Tµ(t− st)(Aλ −Aµ)x

This implies

∥uλ(t)− uµ(t)∥ = ∥Tλ(t)x− Tµ(t)x∥ = ∥
∫ 1

0

d

ds
(Tλ(st)Tµ(t− st))x∥

≤ t

∫ 1

0
∥Tλ(st)Tµ(t− st)(Aλ −Aµ)x∥ ≤ t∥(Aλ −Aµ)x∥ = t∥(Jλ − Jµ)Ax∥.

This means that since JλAx
λ↘0→ Ax, our claim stated at the beginning of this step is true.

Turning to [Aλ, Aµ] = 0, this follows from

AλAµ = A(1− λA)−1A(1− µA)−1 = (λ− µ)−1A
(
(1− λA)−1 − (1− µA)−1

)
= AµAλ

where we used

(1− λA)−1 − (1− µA)−1 = (1− λA)−1(1− µA)(1− µA)−1 − (1− λA)−1(1− λA)(1− µA)−1

= (λ− µ)(1− λA)−1A(1− µA)−1.
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Step 3. Since D(A) = X, step 2 implies a unique extension T (t) : X → X and we have
∥T (t)∥ ≤ 1.

We check now that for any x ∈ X we have limλ↘0 Tλ(t)x = T (t)x uniformly on compact
sets in C([0,∞), X). We know already that this is true for x ∈ D(A) and by a density
argument we claim it holds also for x ̸∈ D(A). Since D(A) = X we can consider a sequence
(xn)n in D(A) with xn → x in X. Then

∥Tλ(t)x− T (t)x∥ ≤ ∥Tλ(t)(x− xn)∥+ ∥T (t)(xn − x)∥+ ∥Tλ(t)xn − T (t)xn∥
≤ 2∥x− xn∥+ ∥Tλ(t)xn − T (t)xn∥

immediately yields limλ↘0 Tλ(t)x = T (t)x uniformly on compact intervals.
From Tλ(t)Tλ(s) = Tλ(t+ s) we get T (t)T (s) = T (t+ s). Indeed, for any x ∈ X we have

∥T (t)T (s)x− T (t+ s)x∥ ≤ ∥T (t)T (s)x− T (t)Tλ(s)x∥+ ∥T (t)Tλ(s)x− Tλ(t)Tλ(s)x∥
+ ∥Tλ(t)Tλ(s)︸ ︷︷ ︸

Tλ(t+s)

x− T (t+ s)x∥→ 0 as λ↘ 0.

Step 4. Let x ∈ D(A) and and consider u′λ(t) = Tλ(t)Aλx = AλTλ(t)x. Then

∥u′λ(t)− T (t)Ax∥ = ∥Tλ(t)Aλx− T (t)Ax∥ ≤ ∥Tλ(t)Ax− T (t)Ax∥+ ∥Tλ(t)(Aλx−Ax)∥
≤ ∥Tλ(t)Ax− T (t)Ax∥+ ∥Aλx−Ax∥.

Hence we have

lim
λ↘0

u′λ(t) = lim
λ↘0

Tλ(t)Aλx = T (t)Ax uniformly on compact sets in C([0,∞), X).

Then taking λ↘ 0 on both sides, we get

uλ(t) = x+

∫ t

0
u′λ(s)ds→ T (t)x = x+

∫ t

0
T (s)Axds,

from which we see that for x ∈ D(A) we have T (t)x ∈ C1([0,∞), X) with derivative T (t)Ax.
We now prove AT (t)x = T (t)Ax for x ∈ D(A). We have u′λ(t) = AλTλ(t)x = AJλTλ(t)x.
We claim that lim

↘
JλTλ(t)x = T (t)x in the topology of uniform convergence on compact

sets in C([0,∞), X). To prove this claim we write

∥JλTλ(t)x− T (t)x∥ = ∥Tλ(t)x− T (t)x∥+ ∥Tλ(t)x− JλTλ(t)x∥
= ∥Tλ(t)x− T (t)x∥+ ∥x− Tλ(t)Jλx∥ ≤ ∥Tλ(t)x− T (t)x∥+ ∥x− Jλx∥.

But now we know that as λ ↘ 0 the r.h.s. converges to 0 in compact subsets of [0,∞).
This yields the desired claim. So, summing up, we have

lim
λ↘0

(JλTλ(t)x,AJλTλ(t)x︸ ︷︷ ︸
u′λ(t)

) = (T (t)x, T (t)Ax) in X ×X.
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Since A is m–dissipative it follows that its graph G(A) is closed X ×X (recall that G(A)
is closed iff G(1−A) is closed and this is closed because G(J1) is closed). This means that
T (t)x ∈ D(A) with AT (t)x = T (t)Ax.

Now we are in position to show that T (t)x ∈ C([0,∞), D(A)) with D(A) endowed with
the norm ∥x∥D(A) = ∥x∥ + ∥Ax∥ for x ∈ D(A). First of all we have T (t)x ∈ C([0,∞), X)
and second we have AT (t)x = T (t)Ax ∈ C([0,∞), X). This yields the desired claim.

Step 5. We check the uniqueness of the solution of (5.2). Let u(t) be a solution of (5.2) and
set v(t) := T (τ−t)u(t) for τ > 0 and t ∈ [0, τ ]. We have v(t) ∈ C([0, τ ], D(A))∩C1([0, τ ], X)
and, in particular, from the chain rule and the product rule we have

v′(t) = −AT (τ − t)u(t) + T (τ − t)u′(t) = −T (τ − t)Au(t) + T (τ − t)Au(t) = 0.

So in particular for any x′ ∈ X ′, we have that ⟨v(t), x′⟩ ∈ C0([0, τ ],R), is differentiable
in (0, τ) with d

dt⟨v(t), x
′⟩ = ⟨ ddtv(t), x

′⟩ = 0. Then by Lagrange’s Theorem we have that
⟨v(t), x′⟩ is constant, in particular with ⟨v(0), x′⟩ = ⟨v(τ), x′⟩ for any x′ ∈ X ′, and so v(0) =
v(τ) in X. So u(τ) = v(τ) = v(0) = T (τ)x. So for any τ ≥ 0 we get u(τ) = T (τ)x.

Definition 5.2 (Contraction semigroup). A family (T (t))t≥0 ∈ L(X) is a contraction semi-
group if the following happens.

(1) ∥T (t)∥ ≤ 1 for all t ≥ 0.

(2) T (0) = I

(3) T (t)T (s) = T (t+ s) for all t, s ≥ 0.

(4) For any x ∈ X we have T (t)x ∈ C0([0,∞), X).

If instead only the conditions (2)–(4) are satisfied, then (T (t))t≥0 is called C0–semigroup.

Notice that a special case of the above definition is the following.

Definition 5.3 (Isometry group). A family (T (t))t∈R ∈ L(X) is an isometry group if the
following happens.

(1) ∥T (t)x∥ = ∥x∥ for all t ∈ R and all x ∈ X.

(2) T (0) = I

(3) T (t)T (s) = T (t+ s) for all t, s ∈ R.

(4) For any x ∈ X we have T (t)x ∈ C0(R, X).
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Definition 5.4 (Generator of a contraction semigroup). Is the operator L defined by

D(L) = {x ∈ X : lim
h↘0

T (h)x− x

h
exists in X }

and for x ∈ D(L)

Lx := lim
h↘0

T (h)x− x

h
.

We have the following examples :

1. d
dx in Lp(R,R) for p ∈ [1,∞) with D( ddx) =W 1,p(R,R) and T (t)u(x) = u(x+ t).

2. − d
dx in Lp(R,R) for p ∈ [1,∞) with D( ddx) =W 1,p(R,R) and T (t)u(x) = u(x− t).

3. d
dx in Lp(R+,R) for p ∈ [1,∞) with D( ddx) =W 1,p(R+,R) and T (t)u(x) = u(x+ t).

4. − d
dx in Lp(R+,R) for p ∈ [1,∞) with D( ddx) = {u ∈ W 1,p(R+,R) : u(0) = 0} and

T (t)u(x) = u(x− t) for x > t and T (t)u(x) = 0 for x ≤ t.

5. The operator A = d
dx with D(A) = {u ∈ H1((0, 1)) : u(1) = 0} in L2([0, 1]) has

corresponding group

T (t)u(x) =

{
u(x+ t) for x+ t < 1,

0 for x+ t ≥ 1.

Notice that for any u we have T (t)u = 0 for t ≥ 1.

Example 5.5. The following is an isometry group in any Lp(R,R) for p ∈ [1,∞): T (t)f(x) :=
f(x− t). The only nontrivial condition to check is (4). By density it is enough to consider
f ∈ C∞

c (R,R). Then

∥T (h)f(x)− f(x)∥Lp
x
= |h| ∥

∫ 1

0
f ′(x− th)dt∥Lp

x
≤ |h|

∫ 1

0
∥f ′(· − th)∥Lpdt = |h| ∥f ′∥Lp → 0

as h↘ 0 by Minkowsky inequality.
Then we claim that L = − d

dx . If f ∈ D(L) then for ϕ ∈ C∞
c (R,R)∫

R
Lf(x)ϕ(x)dx = lim

h↘0

∫
R

f(x− h)− f(x)

h
ϕ(x)dx

= lim
h↘0

∫
R
f(x)

ϕ(x+ h)− ϕ(x)

h
dx =

∫
R
f(x)ϕ′(x)dx.

So Lf = − d
dxf ∈ Lp(R,R). If instead we consider f ∈ Lp(R,R) with d

dxf ∈ Lp(R,R) we
have

T (h)f(x)− f(x)

h
= −

∫ 1

0
f ′(x− th)dt = −

∫ 1

0
T (ht)f ′(x)dt
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Then
T (h)f(x)− f(x)

h
− f ′(x) = −

∫ 1

0
(T (ht)− I)f ′(x)dt→ 0 as h↘ 0

by condition (4).
Similarly, T (t) defines a contraction semigroup in C0(R,R) with L = − d

dx , that is D(L)
coincides with the set of f ∈ C0(R,R) s.t. f ′ ∈ C0(R,R).

On the other hand, for T (t)f to be continuous in L∞(R,R) it is necessary that f be
uniformly continuous and in L∞(R,R). So T (t) does not define a contraction semigroup in
L∞(R,R).

Notice that the difference between all these cases is that e−t
d
dx will define a contraction

semigroup in Lp(R,R) for p <∞ and in C0(R,R) because − d
dx is m dissipative with D( ddx)

dense. Notice that also d
dx is m dissipative and its corresponding contraction semigroup is

(et
d
dx f)(x) = f(x+ t).

Example 5.6. Consider X = {f ∈ C0([0,∞),R) : f(0) = 0} and for t ≥ 0 set

T (t)f(x) :=

{
f(x− t) for x ≥ t

0 for x ≤ t

Then this is a contraction semigroup in X with L = − d
dx .

This is a contraction semigroup also in Lp([0,∞)) for p ∈ [1,∞) with L = − d
dx with

boundary condition f(0) = 0. If f ∈ D(L) then for ϕ ∈ C∞
c (R+,R) where R+ = (0,∞)∫

R+

Lf(x)ϕ(x)dx = lim
h↘0

∫
R+

f(x− h)− f(x)

h
ϕ(x)dx

= lim
h↘0

∫
R+

f(x)
ϕ(x+ h)− ϕ(x)

h
dx =

∫
R+

f(x)
d

dx
ϕ(x)dx.

So Lf = − d
dxf ∈ Lp(R+,R). The limit f(0+) exists. It has to be equal to 0 since from

T (h)f(x)− f(x)

h
= −

∫ 1

0
T (ht)f ′(x)dt

for x < h we obtain

f(x) = h

∫ 1

0
T (ht)f ′(x)dt⇒ f(x) = 2x

∫ 1
2

0
f ′(x− 2xt)dt→ 0 as x↘ 0.

Viceversa, let f be continuous with f(0) = 0 and such that f (j) ∈ Lp(R+,R) for j = 0, 1.
Then, setting g(x) = 0 for x < 0 and g(x) = f(x) for x ≥ 0, we get g(j) ∈ Lp(R,R) for
j = 0, 1. Then for x > 0 we have T (h)f(x) = g(x− h).
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Example 5.7. Consider X = C0([0,∞),R) and for t ≥ 0 set

T (t)f(x) :=
{
f(x+ t)

Then this is a contraction semigroup inX. This is a contraction semigroup also in Lp([0,∞))
for p ∈ [1,∞) with L = d

dx with domain W 1,p(R+).

Proposition 5.8. Let L be the generator of a contraction semigroup (T (t))t≥0 ∈ L(X).
Then L is m–dissipative and D(L) = X.

Proof. 1. L is dissipative For x ∈ D(L), λ > 0 and h > 0 we have

∥x− λ
T (h)x− x

h
x∥ = ∥(1 + λh−1)x− λh−1T (h)x∥ ≥ (1 + λh−1)∥x∥ − λh−1∥T (h)x∥

= ∥x∥+ λh−1(∥x∥ − ∥T (h)x∥) ≥ ∥x∥

so that taking the limit for h↘ 0 we get ∥x− λLx∥ ≥ ∥x∥.

2. L is m–dissipative Given x ∈ X we need to show that there is y ∈ D(L) s.t.
(1− L)y = x. Formally, the idea is to set y = (1− L)−1x, which of course makes no sense
yet. However, thinking of the Laplace transform which formally gives us

(1− L)−1x =

∫ ∞

0
e−tetLxdt

we define y as the r.h.s. (which makes perfect sense) of the above equality. Then

T (h)y − y

h
= h−1

∫ ∞

0
e−t(T (t+ h)− T (t))xdt

= h−1

∫ ∞

h
e−(t−h)T (t)xdt− h−1

∫ ∞

h
e−tT (t)xdt− h−1

∫ h

0
e−tT (t)xdt

=
eh − 1

h

∫ ∞

h
e−tT (t)xdt− h−1

∫ h

0
e−tT (t)xdt→ y − x as h↘ 0.

This means that y ∈ D(L) with Ly = y − x or, equivalently, (1 − L)y = x. Hence L is
m–dissipative.

Remark 5.9. So we have proved that if we set Jx =
∫∞
0 e−tetLxdt then Jx ∈ D(L).

Notice on the other hand that if etL is a group of isometries and if x ̸∈ D(L) then
etLx ̸∈ D(L) for all t ∈ R. Nonetheless, Jx ∈ D(L).

The fact about etLx ̸∈ D(L) can be seen noticing that if T (t) is a contraction semigroup
with generator A and if x0 ∈ D(A) then T (t)x0 ∈ C([0,∞), D(A)). So, if et0Lx ∈ D(L)
for some t0 > 0, for example, then for A = −L and using D(A) = D(L) we have that
et0Lx ∈ D(L) = D(A) implies x = T (t0)e

t0Lx ∈ D(A) = D(L), which contradicts x ̸∈ D(L).
So etLx ̸∈ D(L) for all t ∈ R.
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3. D(L) is dense in X We set xt = t−1
∫ t
0 T (s)xds. Then xt → x as t ↘ 0 by the

continuity of T (t). We show that xt ∈ D(L) for t > 0. Of course, as we will see in a
moment, this will be a simple computation, but the heuristic idea could be encapsulated in
the following formal integration:

Ltxt = L

∫ t

0
esLds x = (etL − 1)x. (5.3)

The rigorous argument is as follows and yields Ltxt = etLx− x:

T (h)xt − xt
h

= h−1t−1

∫ t+h

h
T (s)xds− h−1t−1

∫ t

0
T (s)xds

= h−1t−1t−1

∫ t

h
T (s)xds+ h−1t−1

∫ t+h

t
T (s)xds− h−1t−1

∫ t

h
T (s)xds− h−1

∫ h

0
T (s)xds

= h−1t−1

∫ t+h

t
T (s)xds− h−1t−1

∫ h

0
T (s)xds→ t−1T (t)x− t−1x as h↘ 0.

So xt ∈ D(L) with Ltxt = t−1T (t)x− t−1x, confirming the formal computation (5.4).

Ltxt = L

∫ t

0
esLds x = (etL − 1)x. (5.4)

The rigorous argument is as follows and yields Ltxt = etLx− x:

T (h)xt − xt
h

= h−1t−1

∫ t+h

h
T (s)xds− h−1t−1

∫ t

0
T (s)xds

= h−1t−1t−1

∫ t

h
T (s)xds+ h−1t−1

∫ t+h

t
T (s)xds− h−1t−1

∫ t

h
T (s)xds− h−1

∫ h

0
T (s)xds

= h−1t−1

∫ t+h

t
T (s)xds− h−1t−1

∫ h

0
T (s)xds→ t−1T (t)x− t−1x as h↘ 0.

So xt ∈ D(L) with Ltxt = t−1T (t)x− t−1x, confirming the formal computation (5.4).

Example 5.10. In X = L2([0, 1]) the following is a contraction semigroup

T (t)u(x) =

{
u(x+ t) for x+ t < 1,

0 for x+ t ≥ 1.

Let L be the generator. Then for x < 1 we have

lim
t→0+

T (t)u(x)− u(x)

t
= lim

t→0+

u(x+ t)− u(x)

t
= Lu(x)

implies that Lu(x) = u′(x). So the derivative exists a.e. and equals Lu(x). In fact this is
also an equality in a distributional sense as can be seen using test functions from C∞

c ((0, 1)).
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From the definition, for any u ∈ L2([0, 1]) we have (T (t)u)(1) = 0. For u ∈ D(L) we
know that T (t)u ∈ C([0,∞), D(L)). So in particular, since D(L) ⊂ H1((0, 1)) ⊂ C0([0, 1])
it follows T (t)u ∈ C([0,∞), C0([0, 1]) and so (T (t)u)(1) = ev1 ◦ T (t)u ∈ C0([0, 1]) where
evs0 : C0([0, 1]) → R is the map evs0f := f(s0), defined for any preassigned s0 ∈ [0, 1]. So

u(1) = lim
t↘0

(T (t)u)(1) = 0.

This means that G(L) ⊆ G(A) for A the operator in Example 3.15. Suppose now that they
are not equal and let f ∈ D(A)\D(L). Set F = (1−A)f . Since L is m–dissipative we have
let g ∈ D(L) s.t. F = (1−L)g = (1−A)g. Then (1−A)(f − g) = 0. Since A is dissipative
we have f = g.

Theorem 5.11. A is the generator of a contraction semigroup in X if and only if A is
m–dissipative with dense domain.

Proof. If A is the generator of a contraction semigroup in X then A is m–dissipative with
dense domain by Prop. 5.8.

Viceversa, let A be m–dissipative with dense domain. By Theorem 5.1 it remains
defined a contraction semigroup (T (t))t≥0. This has a generator L. We show now that
L = A.

For x ∈ D(A) recall that then u(t) := T (t)x satisfies (5.2), that is, it is the unique
solution of the following problem:

u ∈ C([0,∞), D(A)) ∩ C1((0,∞), X)

u′(t) = Au(t) for all t > 0

u(0) = x,

Then for h > 0 we have

T (h)x = x+

∫ h

0
T (t)Axdt⇒ lim

h↘0

T (h)x− x

h
= lim

h↘0
h−1

∫ h

0
T (t)Axdt = Ax.

Then x ∈ D(L) with Lx = Ax. So G(A) ⊆ G(L).
Let y ∈ D(L). Since A is m–dissipative there exists x ∈ D(A) s.t. x − Ax = y − Ly.

Since G(A) ⊆ G(L) we have Ax = Lx and so (x− y)− L(x− y) = 0. Since by Prop. 5.8 L
is m– dissipative, and so in particular dissipative, we have x = y and so A = L.

5.1 Self–adjoint ≤ 0 operators in Hilbert spaces

In the case of self–adjoint negative operators in Hilbert spaces things are simpler thanks to
the following formulation of the Spectral Theorem for separable Hilbert spaces, which can
be viewed as a diagonalization theorem. For a proof see Ch. 8 [6].
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Theorem 5.12 (Spectral Theorem for separable Hilbert spaces). Let X be a separable
Hilbert space and let A be self–adjoint. Then there exists a measure space (Ω, µ), an iso-
metric isomorphism U : L2(Ω, µ) → X and a real valued measurable function a(ω) in Ω
s.t.

U−1AUf(ω) = a(ω)f(ω) for any Uf ∈ D(A).

Given f ∈ L2(Ω, µ) we have Uf ∈ D(A) if and only if a(ω)f(ω) ∈ L2(Ω, µ).

Now we consider a self–adjoint operator A ≤ 0 on a separable Hilbert space and its
corresponding contraction semigroup T (t).

Theorem 5.13. Let X be a e Hilbert space, assume that A is self–adjoint ≤ 0. Let x ∈ X
and let u(t) = T (t)x. Then u(t) is the unique solution of the following problem:

u ∈ C0([0,∞), X) ∩ C0((0,∞), D(A)) ∩ C1((0,∞), X) (5.5)

u′(t) = Au(t) for all t > 0 (5.6)

u(0) = x (5.7)

We also have

∥Au(t)∥ ≤ ∥x∥
t
√
2

(5.8)

− ⟨Au(t), u(t)⟩ ≤ ∥x∥2

2t
. (5.9)

Finally, if x ∈ D(A) we have

∥Au(t)∥2 ≤ − 1

2t
⟨Ax, x⟩. (5.10)

Proof. We will consider only the case when the space X is separable. Then the Spectral
Theorem allows us to reduce to the special case in which X = L2(Ω, µ) and Au(ω) =
a(ω)u(ω) for a real valued measurable function a(ω) ≤ 0. As a solution of (5.6)–(5.7) the
only possible candidate is

u(t, ω) = eta(ω)x(ω). (5.11)

Notice that for t > 0 and any n ∈ N the function ft(a) = ane−ta for a ∈ R+ has a
point of maximum at aM = n

t with maximum value ft(aM ) = nn

tn e
−n. This implies that

u(t) ∈ D(An) for any t > 0. In particular this gives for n = 1

∥Au(t)∥ ≤ ∥x∥ sup
a<0

|aeta| ≤ ∥x∥
te

<
∥x∥
t
√
2

(5.12)

and

− ⟨Au(t), u(t)⟩ ≤ ∥Au(t)∥ ∥u(t)∥ ≤ ∥x∥2

et
≤ ∥x∥2

2t
. (5.13)
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which imply (5.8)–(5.9). If x ∈ D(A) we have

∥Au(t)∥2 = ⟨A2u(t), u(t)⟩ ≤ ∥aeta
√

|a|x∥∥
√
|a|x∥ ≤ 1

et
∥
√

|a|x∥2 = − 1

et
⟨Ax, x⟩.

This implies (5.10).
Finally the (5.11) satisfies (5.5) and more generally u ∈ C l((0,∞), D(An)) for all l, n.

5.2 The semigroup et△

We set Kt(x) := (4πt)−
n
2 e−

|x|2
4t . We know that in L2(Rn,C) the operator △ ism–dissipative

and that et△f = Kt ∗ f for any f ∈ L2(Rn,R).
Let now p ∈ [1,∞) with p ̸= 2 and set T (t)f = Kt ∗ f for any f ∈ Lp(Rn,C) and any t > 0.
Set T (0) = I. Using the Fourier transform

F(Kt+s ∗ f) = e−t|ξ|
2
e−s|ξ|

2
f̂ = (2π)−

n
2 F

F∗(e−t|ξ|
2
)︸ ︷︷ ︸

(2t)−
n
2 e−

|x|2
4t

∗(Ks ∗ f)


= F (Kt ∗ (Ks ∗ f)) =⇒ Kt+s ∗ f = Kt ∗ (Ks ∗ f).

So, in other words, this proves T (t+s) = T (t)T (s). We know already that limt↘0 T (t)f = f ,
so that we conclude that in fact t→ T (t)f is in C([0,∞), Lp(Rn,R)).
Finally, ∥T (t)f∥p ≤ ∥Kt∥1∥f∥p = ∥f∥p implies that T (t) is a contraction semigroup in
Lp(Rn,R).
We know by Proposition 5.8 that T (t) = etL for L an m–dissipative operator in Lp(Rn,R).
We want to check that L = △ with

D(△) := {f ∈ Lp(Rn,R) : △f ∈ Lp(Rn,R)}. (5.14)

Notice that we know that this is true in the case p = 2.
First of all we observe that G(△) ⊇ G(L). Indeed, in S ′(Rn,C) we have

F(etLf) = e−t|ξ|
2
f̂

and in S ′(Rn,C)

F (Lf) = F
(
lim
t↘0

etLf − f

t

)
= lim

t↘0
F
(
etLf − f

t

)
= lim

t↘0

e−t|ξ|
2 − 1

t
f̂ = −|ξ|2f̂ = F (△f) .

So if f ∈ D(L) we have Lf = △f and so f ∈ D(△).
Let now f ∈ D(△). In S ′(Rn,C) we have

F
(
etLf − f

t

)
=
e−t|ξ|

2 − 1

t
f̂ =

∫ t
0 e

−s|ξ|2ds

t
(−|ξ|2)f̂ = F

(
t−1

∫ t

0
esL△fds

)
.
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In particular, this implies that in S ′(Rn,C), but so also in Lp(Rn,R) , we have

etLf − f

t
= t−1

∫ t

0
esL△fds.

Then

Lf = lim
t↘0

etLf − f

t
= lim

t↘0
t−1

∫ t

0
esL△fds = △f.

So△ with domain (5.14) is the generator of T (t)f = Kt∗f and in particular ism–dissipative.
All the above arguments can be repeated in the context of the space C0(Rn,R) based,

as they are, on Theorem 1.9.

6 Bochner integral

Let X be a Banach space.

Definition 6.1. Let I be an open interval. A function f : I → X is measurable if there
exists a set E of measure 0 and a sequence (fn(t)) in Cc(I,X) s.t. fn(t) → f(t) for any
t ∈ I\E.

Lemma 6.2. Consider the notation of Def. 6.1. Then the function t→ ∥f(t)∥ is measur-
able.

Proof. In the notation of Def. 6.1 the sequence (∥fn(t)∥) in Cc(I,R) is s.t. ∥fn(t)∥ → ∥f(t)∥
for any t ∈ I\E. Then ∥f(t)∥ is measurable, see for example Theorem 1.14 [5].

Proposition 6.3. If (fn) is a sequence of measurable functions from I to X convergent
a.e. to a f : I → X, then f is measurable.

Proof. There is an E with |E| = 0 s.t. fn(t) → f(t) for any t ∈ I\E. Consider for any
n a sequence Cc(I,X) ∋ fn,k → fn a.e.. We will suppose now that |I| < ∞, by the proof
can be extended to the case |I| = ∞ by expressing I = ∪lIl for an increasing sequence of
intervals with |Il| < ∞. By applying Egorov Theorem to ∥fn,k − fn∥ there is En ⊂ I with
|En| ≤ 2−n s.t. fn,k → fn uniformly in I\En Let k(n) be s.t. ∥fn,k(n) − fn∥ < 1/n in I\En
and set gn = fn,k(n). Set F = E

∪
(
∩
m

∪
n>mEn). Then |F | = 0. Indeed for any m

|F | ≤ |E|+
∞∑
n=m

|En|
m→∞→ 0.

Let t ∈ I\F . Since t ̸∈ E we have fn(t) → f(t). Furthermore, for n large enough we have
t ∈ I\En. Indeed

t ̸∈
∩
m

∪
n>m

En ⇒ ∃ m s.t. t ̸∈
∪
n>m

En ⇒ t ̸∈ En ∀ n > m.

Then ∥gn(t)− fn(t)∥ < 1/n and gn(t) → f(t). So f(t) is measurable.
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Definition 6.4. A measurable function f : I → X is integrable if there exists a sequence
(fn(t)) in Cc(I,X) s.t.

lim
n→∞

∫
I
∥fn(t)− f(t)∥Xdt = 0. (6.1)

Notice that ∥fn(t)− f(t)∥X is measurable by Lemma 6.2.

Proposition 6.5. Let f : I → X be integrable. Then there exists an x ∈ X s.t. if (fn(t))
is a sequence in Cc(I,X) satisfying (6.1) then we have

lim
n→∞

xn = x where xn :=

∫
I
fn(t)dt. (6.2)

Proof. First of all we check that xn is Cauchy. This follows immediately from (6.1) and
from

∥xn − xm∥X = ∥
∫
I
(fn(t)− fm(t))dt∥X ≤

∫
I
∥fn(t)− fm(t))∥Xdt

≤
∫
I
∥fn(t)− f(t))∥Xdt+

∫
I
∥f(t)− fm(t))∥Xdt.

Let us set x = limxn. Let (gn(t)) be another sequence in Cc(I,X) satisfying (6.1). Then
lim

∫
I gn = x by

∥
∫
I
gn(t)dt− x∥X = ∥

∫
I
(gn(t)− fn(t))dt+

∫
I
fn(t)dt− x∥X

≤
∫
I
∥gn(t)− fn(t)∥Xdt+ ∥

∫
I
fn(t)dt− x∥Xdt

≤
∫
I
∥gn(t)− f(t)∥Xdt+

∫
I
∥fn(t)− f(t)∥Xdt+ ∥

∫
I
fn(t)dt− x∥Xdt.

Definition 6.6. Let f : I → X be integrable and let x ∈ X be the corresponding element
obtained from Proposition 6.5. The we set

∫
I f(t)dt = x.

Theorem 6.7 (Bochner’s Theorem). Let f : I → X be measurable. Then f is integrable if
and only if ∥f∥ is integrable. Furthermore, we have

∥
∫
I
f(t)dt∥ ≤

∫
I
∥f(t)∥dt. (6.3)

Proof. Let f be integrable. Then there is a sequence (fn(t)) in Cc(I,X) satisfying (6.1).
We have ∥f∥ ≤ ∥fn∥+ ∥f − fn∥. Since both functions in the r.h.s. are integrable and ∥f∥
is measurable it follows that∥f∥ is integrable.

Conversely let ∥f∥ be integrable.Then there exists a sequence (gn(t)) in Cc(I,R) s.t.∫
I |gn(t) − ∥f(t)∥|dt → 0 and |gn(t)| ≤ g(t) a.e. for a g ∈ L1(I). In fact it is possible to
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choose such a sequence so that ∥gn − gm∥L1(I) < 2−n for any n and any m ≥ n. Then if we
set

SN (t) :=

N∑
n=1

|gn(t)− gn+1(t)|

we have ∥SN∥L1(I) ≤ 1. Since {SN (t)}N∈N is increasing, the limit S(x) := limn→+∞ Sn(t)
remains defined, is finite a.e. and ∥S∥L1(I) ≤ 1. Then |gn(t)| ≤ |g1(t)| + S(t) =: g(t)
everywhere, where g ∈ L1(I).
Let (fn(t)) in Cc(I,X) s.t. fn(t) → f(t) a.e. . Set

un(t) :=
|gn(t)|

∥fn(t)∥+ 1
n

fn(t).

We have

∥un(t)∥ ≤ |gn(t)| ∥fn(t)∥
∥fn(t)∥+ 1

n

≤ |gn(t)| ≤ g(t).

We have

lim
n→∞

un(t) = lim
n→∞

|gn(t)|
∥fn(t)∥+ 1

n

fn(t) = lim
n→∞

fn(t) = f(t) a.e..

Then we have

lim
n→∞

∥un(t)− f(t)∥ = 0 a.e. with ∥un(t)− f(t)∥ ≤ g(t) + ∥f(t)∥ ∈ L1(I)

and by dominated convergence we conclude

lim
n→∞

∫
I
∥un(t)− f(t)∥dt = 0.

This implies that f is integrable. Finally, we have

∥
∫
I
f(t)dt∥ = lim

n→∞
∥
∫
I
un(t)dt∥ ≤ lim

n→∞

∫
I
∥un(t)∥dt =

∫
I
∥f(t)∥dt.

Corollary 6.8 (Dominated Convergence). Consider a sequence (fn(t)) of integrable func-
tions I → X, g : I → R integrable and let f : I → X. Suppose that

∥fn(t)∥ ≤ g(t) for all n

lim
n→∞

fn(t) = f(t) for almost all t.

Then f is integrable with
∫
I f(t) = limn

∫
I fn(t).
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Proof. By Dominated Convergence in L1(I,R) we have
∫
I ∥f(t)∥ = limn

∫
I ∥fn(t)∥. Also, f

is measurable. By Bochner’s Theorem f is integrable. By the triangular inequality

lim sup
n

∥
∫
I
(f(t)− fn(t))∥ ≤ lim

n

∫
I
∥f(t)− fn(t)∥ = 0

where the last inequality follows from ∥f(t) − fn(t)∥ ≤ ∥f(t)∥ + g(t) and the standard
Dominated Convergence.

Definition 6.9. Let p ∈ [1,∞]. We denote by Lp(I,X) the set of equivalence classes of
measurable functions f : I → X s.t. ∥f(t)∥ ∈ Lp(I,R). We set ∥f∥Lp(I,X) := ∥∥f∥∥Lp(I,R).

Proposition 6.10. (Lp(I,X), ∥ ∥Lp) is a Banach space. C∞
c (I,X) is a dense subspace for

p <∞.

Definition 6.11. We denote by D′(I,X) the space L(D(I,R), X).

Proposition 6.12. Let p ∈ [1,∞) and f ∈ Lp(R, X). Set

Thf(t) = h−1

∫ t+h

t
f(s)ds for t ∈ R and h ̸= 0.

Then Thf ∈ Lp(R, X) ∩ C0
b (R, X), where from now on C0

b (R, X) := L∞(R, X) ∩ C0(R, X),

and Thf
h→0→ f in Lp(R, X) and for almost every t.

Proof. The fact that Thf belongs to C0
b (R, X) is rather immediate. Indeed

∥Thf(t)∥ ≤ h−1

∫ t+h

t
∥f(s)∥ds ≤ h

− 1
p

(∫
R
∥f(s)∥pds

) 1
p

= h
− 1

p ∥f∥Lp(R,X).

On the other hand, for t < t′ < t+ h

∥Thf(t)− Thf(t
′)∥ ≤ h−1

[∫ t′

t
∥f(s)∥ds+

∫ t′+h

t+h
∥f(s)∥ds

]
t′→t→ 0

and a similar argument on convergence on the left guarantees Thf ∈ C0(R, X).
Notice that by definition we have Cc(R, X) dense in Lp(R, X). Notice also that we have
Thf = ρh ∗ f with ρh(t) = h−1χ[0,1](h

−1t). Replacing f with a g ∈ Cc(R, X) we have like in

Theorem 1.9 that Thg
h→0→ g in Lp(R, X). By density we have also Thf

h→0+→ f in Lp(R, X).
Now we consider the pointwise convergence. Let gn be a sequence in Cc(R, X) ∩

Lp(R, X) with gn → f in Lp(R, X). Then Thgn(t)
h→0+→ gn(t) for all t ∈ R. Furthermore we

may assume
lim
n→∞

∥f(t)− gn(t)∥ = 0 for all t ̸∈ Ωn

for a 0 measure set Ω. Furthermore there exists a 0 measure set Ω′
n s.t.

lim
h→0+

h−1

∫ t+h

t
∥f(s)− gn(s)∥ds = ∥f(t)− gn(t)∥ for all t ̸∈ Ω′

n.
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Set now for t ̸∈ Ω ∪ Ω′ with Ω′ = ∪Ω′
n

Thf(t)− f(t) = Thgn(t)− gn(t) + Th(f − gn)(t) + gn(t)− f(t).

For any ϵ > 0 there is n(ϵ) s.t. for n > n(ϵ) we have ∥f(t) − gn(t)∥ < ϵ. Furthermore we
have

lim sup
h→0+

∥Th(f − gn)(t)∥ ≤ lim
h→0+

h−1

∫ t+h

t
∥f(s)− gn(s)∥ds = ∥f(t)− gn(t)∥ < ϵ.

Hence for t ̸∈ Ω ∪ Ω′

lim sup
h→0+

∥Thf(t)− f(t)∥ ≤ 2ϵ.

By the arbitrariness of ϵ > 0 it follows

lim
h→0+

∥Thf(t)− f(t)∥ = 0 for t ̸∈ Ω ∪ Ω′.

Corollary 6.13. Let f ∈ L1
loc(I,X) be such that f = 0 in D′(I,X). Then f = 0 a.e.

Proof. First of all we have
∫
J fdt = 0 for any J ⊂ I compact. Indeed, let (φn) ∈ D(I) with

0 ≤ φn ≤ 1 and φn → χJ a.e. Then∫
J
fdt = lim

n→+∞

∫
J
φnfdt = 0

where we applied Dominated Convergence for the last equality.
Set now f(t) = f(t) in J and f(t) = 0 outside J . The f ∈ L1(R, X) and Thf = 0 for all
h > 0. Then f(t) = 0 for a.e. t by Prop. 6.12. So f(t) = 0 for a.e. t ∈ J by the previous
proposition. This implies f(t) = 0 for a.e. t ∈ I.

Corollary 6.14. Let g ∈ L1
loc(I,X), t0 ∈ I, and f(t) :=

∫ t
t0
g(s)ds. Then:

(1) f ′ = g in the sense of distributions in D′(I,X);

(2) f is differentiable in the classical sense a.e. with f ′ = g a.e.

Proof. It is not restrictive to consider the case I = R and g ∈ L1(R, X). We have

Thg(t) = h−1

∫ t+h

t
g(s)ds =

∫ t+h
t0

g(s)ds−
∫ t
t0
g(s)ds

h
=
f(t+ h)− f(t)

h
.

By Proposition 6.12 Thg
h→0→ g for almost every t. This yields (2).

For φ ∈ D(R) we have

⟨f ′, φ⟩D′(R,X)D(R) = −⟨f, φ′⟩D′(R,X)D(R) = −
∫
R
f(t)φ′(t)dt.
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Furthermore

lim
h→0

φ(t+ h)− φ(t)

h
= φ′(t) in L∞(R).

So

⟨f ′, φ⟩D′(R,X)D(R) = − lim
h→0

∫
R
f(t)

φ(t+ h)− φ(t)

h
dt = − lim

h→0

∫
R
φ(t)

f(t− h)− f(t)

h
dt

= lim
h→0

∫
R
φ(t)T−hg(t)dt = ⟨g, φ⟩D′(R,X)D(R)

where in the last equality we used T−hg → g in L1(R, X) and so also in D′(R, X) So f ′ = g
in D′(I,X).

Proposition 6.15. Let T ∈ D′(I,X) s.t. T ′ = 0 in D′(I,X). Then there exists an x0 ∈ X
s.t.

⟨T, φ⟩ = x0

∫
I
φ(t)dt for any φ ∈ C∞

c (I,R) (6.4)

Proof. Let ϑ ∈ C∞
c (I,R) with

∫
I ϑ(t)dt = 1 and set x0 = ⟨T, ϑ⟩. Let [a, b] ⊂ I be s.t.

[a, b] ⊇ suppϑ. Then set for any φ ∈ C∞
c (I,R)

ψ(t) =

∫ t

inf(I)

(
φ(s)− ϑ(s)

∫
I
φ(σ)dσ

)
ds.

Then ψ ∈ C∞
c (I,R) with

ψ′(t) = φ(t)− ϑ(t)

∫
I
φ(σ)dσ.

We have

0 = ⟨T, ψ′⟩ = ⟨T, φ⟩ − ⟨T, ϑ⟩
∫
I
φ(σ)dσ = ⟨T, φ⟩ − x0

∫
I
φ(σ)dσ.

This implies that T = x0.

Definition 6.16. Let p ∈ [1,∞]. We denote by W 1,p(I,X) the space formed by the
f ∈ Lp(I,X) s.t. f ′ ∈ D′(I,X) is also f ′ ∈ Lp(I,X) and we set ∥f∥W 1,p = ∥f∥Lp + ∥f ′∥Lp .

Theorem 6.17. Let p ∈ [1,∞] and f ∈ Lp(I,X). Then the following properties are
equivalent.

(1) f ∈W 1,p(I,X).

(2) There exists g ∈ Lp(I,X) s.t. for a.e. t0 and t in I we have

f(t) = f(t0) +

∫ t

t0

g(s)ds. (6.5)
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(3) f is absolutely continuous, weakly differentiable a.e. with weak derivative g ∈ Lp(I,X).

Proof. (1)⇒(2). Let t0 ∈ I and set

w(t) = f(t)− f̃(t) with f̃(t) := f(t0) +

∫ t

t0

f ′(s)ds.

f̃ ∈ C0(I,X) satisfies the conclusions of Corollary 6.14. So w′(t) = f ′ − f̃ ′ = 0 in D′(I,X).
This implies w = x0 in D′(I,X), so that we can set w(t) = x0 for all t. Then we can pick
f ∈ C0(I,X) and we can apply this discussion to this specific function. But then necessarily
we must have x0 = 0. This yields (2) for g = f ′.
(2)⇒(1). We can assume that (6.5) holds everywhere. Then we can apply Corollary 6.14
which tells us that f ′ = g in the sense of distributions. Hence f ∈W 1,p(I,X).
(2)⇒(3). We assume, changing f(t) in a 0 measure set, that (6.5) holds for all t. Then by
Corollary 6.14 f is differentiable a.e. with f ′ = g a.e. and its distributional derivative is
g ∈ Lp(I,X). Obviously, we can conclude that f is weakly differentiable a.e. with weak
derivative g.
We now show that f : R → C is absolutely continuous, that is for any ϵ > 0 there is δ > 0
such that for any set of disjoint intervals (a1, b1), ..., (aN , bN )

N∑
j=1

(bj − aj) < δ ⇒
N∑
j=1

∥f(bj)− f(aj)∥ < ϵ.

Indeed for the case p > 1 we can use

N∑
j=1

∥f(bj)− f(aj)∥ ≤
∫
∪N
j=1(aj ,bj)

∥f ′(t)∥dt ≤ | ∪Nj=1 (aj , bj)|
1
p′ ∥f ′∥Lp(I,X) ≤ δ

1
p′ ∥f ′∥Lp(I,X).

For the case p = 1 the result is also true. Notice tha if we set µ(E) =
∫
E ∥f ′(t)∥dt where

∥f ′(t)∥ ∈ L1(I,R) a measure remains defined in R. Such µ(E) is absolutely continous, that
is for any ϵ > 0 there is δ > 0 such that |E| < δ ⇒ µ(E) < ϵ. This implies that f(t) is AC.
(3)⇒(1). Set

φ(t) = f(t)− f(t0)−
∫ t

t0

g(t′)dt′

and let x′ ∈ X ′. Denote by h(t) the function t→⟨φ(t), x′⟩XX′ . It is absolutely continuous
and has a.e. derivative equal to 0. Since h(t0) = 0 it follows that h(t) ≡ 0. Since this is
true for all x′ ∈ X ′ it follows that

f(t) = f(t0) +

∫ t

t0

g(t′)dt′ for all t.

But now we can apply Corollary 6.14 and conclude that f ′ = g in D′(I,X). Since g ∈
Lp(I,X) we conclude that f ∈W 1,p(I,X).
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7 Inhomogeneous equations

Let T > 0 and f : [0, T ] → X. We consider the problem

u ∈ C0([0, T ], D(A)) ∩ C1([0, T ], X) (7.1)

u′(t) = Au(t) + f(t) (7.2)

u(0) = x. (7.3)

The first step consists in showing that (7.1)–(7.3) can be expressed in integral form. We
will later check conditions under which the integral formulation yields (7.1)–(7.3).

Lemma 7.1. Let x ∈ D(A) and f ∈ C0([0, T ], X). Let u be a solution of (7.1)–(7.3). Then
we have

u(t) = T (t)x+

∫ t

0
T (t− s)f(s)ds for all t ∈ [0, T ]. (7.4)

Proof. The elementary way to prove Lemma (7.1) would be the classical integrating factor
argument for linear first order ODE’s, that is apply e−tA to equation (7.2) thus getting

(e−tAu(t))′ = e−tAf(t)

and then, by integration,

e−tAu(t) = u(0) +

∫ t

0
e−sAf(s)ds⇒ u(t) = etAu(0) +

∫ t

0
e(t−s)Af(s)ds.

The problem with the above formal argument is that e−tA might not exist. So we need
a more elaborated version of the integrating factor argument. This goes as follows. For
t ∈ (0, T ] and s ∈ [0, t] we set

w(s) := T (t− s)u(s).

Notice that since u ∈ C0([0, T ], X) and s → T (t − s) is strongly continuous and bounded,
then w(s) ∈ C0([0, t], X).
For s ∈ [0, t) and h ∈ (0, t− s] we write

w(s+ h)− w(s) = T (t− s− h)u(s+ h)− T (t− s)u(s) =

T (t− s− h)(u(s+ h)− u(s)) + (T (t− s− h)− T (t− s))u(s) =

T (t− s− h) (u(s+ h)− u(s)− (T (h)− 1)u(s)) .

Then and as h↘ 0 we get the right derivative

w(s+ h)− w(s)

h
=

T (t− s− h)

{
u(s+ h)− u(s)

h
− T (h)− 1

h
u(s)

}
→ (

d

ds
)rw(s) = T (t− s)

{
u′(s)−Au(s)

}
= T (t− s)f(s).
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For s ∈ (0, t] and h ∈ (−s, 0)

w(s+ h)− w(s) = T (t− s− h)u(s+ h)− T (t− s)u(s) =

T (t− s)((T (−h)− 1)u(s+ h) + u(s+ h)− u(s)) =

T (t− s)((T (−h)− 1)u(s) + u(s+ h)− u(s)) + T (t− s)(T (−h)− 1)(u(s+ h)− u(s)).

Then and as h↗ 0 we get the right derivative

w(s+ h)− w(s)

h
=

T (t− s)

{
u(s+ h)− u(s)

h
− T (−h)− 1

h
u(s)

}
+ T (t− s)

T (−h)− 1

h
(u(s+ h)− u(s))

→ (
d

ds
)lw(s) = T (t− s)

{
u′(s)−Au(s)

}
= T (t− s)f(s).

Here we used the fact that

lim
h↗0

T (−h)− 1

h
(u(s+ h)− u(s)) = lim

h↗0
h−1

∫ −h

0
T (s′)A(u(s+ h)− u(s))ds′ = 0

by u ∈ C0([0, T ], D(A)).
Since T (t− s)f(s) ∈ C0([0, t], X) we have w ∈ C1([0, t), X)

w′(s) = T (t− s)f(s). (7.5)

Then for τ ∈ (0, t)

w(τ)− w(0) =

∫ τ

0
w′(s)ds =

∫ τ

0
T (t− s)f(s)ds,

where w(0) = T (t)x.
By w(s) ∈ C0([0, t], X) by taking the limit τ ↗ t on both sides we get

w(t)− T (t)x =

∫ t

0
T (t− s)f(s)ds

where the l.h.s. is u(t)− T (t)x. This yields (7.4).
Now we give conditions under which (7.4) implies (7.1)–(7.3).

Proposition 7.2. Let x ∈ D(A) and f ∈ C0([0, T ], X). Assume one of the following
conditions.

(i) f ∈ L1([0, T ], D(A)).

(ii) f ∈W 1,1([0, T ], X).

Then u given by (7.4) is the solution to (7.1)–(7.3).
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Proof. We set for t ∈ [0, T ]

v(t) :=

∫ t

0
T (t− s)f(s)ds =

∫ t

0
T (s)f(t− s)ds.

Step 1. We prove now that v ∈ C1([0, T ), X). If (i) holds for t ∈ [0, T ) and h ∈ (0, T − t]
we have

v(t+ h)− v(t)

h
=

∫ t+h
0 T (t+ h− s)f(s)ds−

∫ t
0 T (t− s)f(s)ds

h

=

∫ t
0 (T (t+ h− s)− T (t− s))f(s)ds+

∫ t+h
t T (t+ h− s)f(s)ds

h

v(t+ h)− v(t)

h
=

∫ t

0
T (t− s)

T (h)− 1

h
f(s)ds+

1

h

∫ t+h

t
T (t+ h− s)f(s)ds. (7.6)

We take the limit for h↘ 0 and claim that f ∈ L1([0, T ], D(A)) implies

T (h)− 1

h
f(s) = h−1

∫ h

0
T (τ)Af(s)dτ

h→0+→ Af(s) in L1([0, T ], X). (7.7)

To prove this notice that f ∈ L1([0, T ], D(A)) implies that there exists a sequence formed
by fn ∈ C0([0, T ], D(A)) s.t. we have fn

n→∞→ f in L1([0, T ], D(A)). We have

h−1

∫ h

0
T (τ)Af(s)dτ −Af(s) = h−1

∫ h

0
(T (τ)− 1)Afn(s)dτ

+ h−1

∫ h

0
T (τ)A(f(s)− fn(s))dτ +A(fn(s)− f(s)).

Notice that for any ϵ > 0 there exists n0 s.t. n ≥ n0 and h ∈ (0, T ] imply that the last line
has L1([0, T ], X) norm less than ϵ. On the other hand for any n and for h ↘ 0 the first
term on the r.h.s. converges to 0 in L1([0, T ], X). So the limit claimed in (7.7) is proved.
Similarly we have

1

h

∫ t+h

t
T (t+ h− s)f(s)ds

h→0+→ f(t) (7.8)

which follows from f ∈ C0([0, T ], X). Then taking the limit in (7.6) we have

d+

dt
v(t) =

∫ t

0
T (t− s)Af(s)ds+ f(t). (7.9)

Hence we have proved under hypothesis (i) that d+

dt v(t) ∈ C0([0, T ), X).
Assume now case (ii).

v(t+ h)− v(t)

h
=

∫ t+h
0 T (s)f(t+ h− s)ds−

∫ t
0 T (s)f(t− s)ds

h
=∫ t

0 T (s)(f(t+ h− s)− f(t− s))ds+
∫ t+h
t T (s)f(t+ h− s)ds

h
=∫ t

0
T (s)

f(t+ h− s)− f(t− s)

h
ds+

1

h
T (h)

∫ h

0
T (t− s)f(s)ds.
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We have

lim
h↘0

f(t+ h− s)− f(t− s)

h
= f ′(t− s) in L1([0, t), X).

Then we have
d+

dt
v(t) =

∫ t

0
T (s)f ′(t− s)ds+ T (t)f(0) (7.10)

Hence also under hypothesis (ii) we have proved that d+

dt v(t) ∈ C0([0, T ), X).

Step 2. By similar arguments d−

dt v(t) ∈ C0((0, T ], X).
For example, if (i) holds for t ∈ (0, T ] and h > 0 is small we have

v(t− h)− v(t)

−h
=

∫ t−h
0 T (t− h− s)f(s)ds−

∫ t
0 T (t− s)f(s)ds

−h

=

∫ t−h
0 (T (t− h− s)− T (t− s))f(s)ds−

∫ t
t−h T (t− s)f(s)ds

−h
v(t+ h)− v(t)

h
=

∫ t

0
T (t− h− s)

1− T (h)

−h
f(s)ds+

1

h

∫ t

t−h
T (t− s)f(s)ds.

As h↘ 0 the limit (7.7) holds and the above converges to

d−

dt
v(t) =

∫ t

0
T (t− s)Af(s)ds+ f(t).

Notice that for t ∈ (0, T ) we have d+

dt v(t) =
d−

dt v(t).
Step 3. Let t ∈ [0, T ) and h ∈ [0, T − t). Then

T (h)− 1

h
v(t) =

T (h)− 1

h

∫ t

0
T (t− s)f(s)ds

= h−1

∫ t

0
T (t+ h− s)f(s)ds− h−1

∫ t

0
T (t− s)f(s)ds

= h−1

∫ t+h

0
T (t+ h− s)f(s)ds− h−1

∫ t

0
T (t− s)f(s)ds︸ ︷︷ ︸

v(t+h)−v(t)
h

−h−1

∫ t+h

t
T (t+ h− s)f(s)ds.

(7.11)
So

T (h)− 1

h
v(t)

h→0+→ d+

dt
v(t)− f(t). (7.12)

Then v(t) ∈ D(A) with
Av(t) = v′(t)− f(t) for t ∈ [0, T ). (7.13)

Notice that by Step 1 and 2 we have v′ ∈ C([0, T ], X). So since G(A) is closed we conclude
that also v(T ) ∈ D(A).
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We now discuss the fact that v ∈ C0([0, T ], D(A)). Here we know already that v ∈
C0([0, T ], X) and what remains to be shown is Av ∈ C([0, T ], X). If f ∈ W 1,1([0, T ], X)
this follows immediately from (7.13) (that holds also at T ).
If f ∈ L1([0, T ], D(A)) then

Av(t) = A

∫ t

0
T (t− s)f(s)ds =

∫ t

0
T (t− s)Af(s)ds (7.14)

where we claim that the last term in C0([0, T ], X). To prove this claim, let (fn) in
C0([0, T ], D(A)) with fn → f in L1([0, T ], D(A)). Then

Av(t) =

∫ t

0
T (t− s)Afn(s)ds︸ ︷︷ ︸

=:φn(t)

+

∫ t

0
T (t− s)(Af(s)−Afn(s))ds

Then we see that
∥Av(t)− φn(t)∥X ≤ ∥f − fn∥L1([0,T ],D(A)).

This implies φn → Av in L∞([0, T ], X) and this, in turn, implies Av ∈ C0([0, T ], X).
Step 4. Since u satisfies (7.4) we have u(t) = T (t)x+v(t). The r.h.s. is in C0([0, T ], D(A))∩

C1([0, T ], X). This yields (7.1). We have u′(t) = AT (t)x+Av(t) + f(t) = Au(t) + f(t) for
all t ∈ [0, T ]. So (7.2) holds. Finally u(0) = x follows.

Corollary 7.3. Let x ∈ X and f ∈ C0([0, T ], X) and let u be given by (7.4). Then we have

u ∈ C0([0, T ], X) ∩ C1([0, T ],X) (7.15)

u′(t) = Au(t) + f(t) (7.16)

u(0) = x. (7.17)

Proof. Recall thatX = D(A). We have f ∈ C0([0, T ], D(A)) ⊆ L1([0, T ], D(A))∩C0([0, T ], X)
and x ∈ D(A). So we can apply the Proposition 7.2.

Corollary 7.4. Let x ∈ X and f ∈ C0([0, T ], X) and let u be given by (7.4). Assume u
satisfies one of the following 2 conditions.

(i) u ∈ C0([0, T ], D(A)).

(ii) u ∈ C1([0, T ], X).

Then u satisfies (7.1)–(7.3).

Proof. In case (i) we can apply the previous corollary. In particular we get (7.16). But (i)
implies Au(t) = Au(t). So (i) implies u′(t) = Au(t) + f(t). Since the right hand side is in
C1([0, T ], X) than this and (i) imply u ∈ C1([0, T ], X). So we get (7.1)–(7.3).

Now assume case (ii). Solving (7.16) with respect toAu(t) we see thatAu ∈ C0([0, T ], X).
But this implies Au(t) = Au(t) and u ∈ C0([0, T ], D(A)). But then get (7.1)–(7.3).
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Proposition 7.5. Let x ∈ X, f, u ∈ L1([0, T ], X). Assume that either u ∈ L1([0, T ], D(A))
or u ∈W 1,1([0, T ], X). Then u satisfies (7.4) if and only if

u ∈ L1([0, T ], D(A)) ∩W 1,1([0, T ], X) (7.18)

u′(t) = Au(t) + f(t) for almost any t ∈ [0, T ] (7.19)

u(0) = x. (7.20)

Proof. If u ∈ W 1,1([0, T ], X) then u ∈ C0([0, T ], X) and so (7.20) makes sense. We now
show that (7.18)–(7.20) imply (7.4). We proceed like in Lemma 7.1. For t ∈ (0, T ] and
s ∈ (0, t) we set

w(s) := T (t− s)u(s).

For h ∈ (0, t− s) we have already computed that

w(s+ h)− w(s)

h
= T (t− s− h)

{
u(s+ h)− u(s)

h
− T (h)− 1

h
u(s)

}
(7.21)

and so

w(s+ h)− w(s) = T (t− s− h) {u(s+ h)− u(s)− (T (h)− 1)u(s)} (7.22)

From this we see

∥w(s+ h)− w(s)∥X ≤ ∥u(s+ h)− u(s)∥X + |h| ∥u(s)∥D(A)

≤ ∥u′∥L1((s,s+h),X) + |h| ∥u(s)∥D(A).

This implies that w is absolutely continuous from [0, T ] to X.
The fact that u ∈ L1([0, T ], D(A))∩W 1,1([0, T ], X) implies that for a.e. s the limit for h↘
in (7.21) exists with

d+

dt
w(s) = T (t− s)(u′(s)−Au(s)) = T (t− s)f(s). (7.23)

Similarly we have
d−

dt
w(s) = T (t− s)f(s) a.e. (7.24)

and so
d

dt
w(s) = T (t− s)f(s) a.e.. (7.25)

So now we have w ∈ AC([0, T ], X), the derivative w′ defined a.e. and is a function belonging
to L1([0, T ], X). Notice that w satisfies the hypotheses of claim (3) in Theorem 6.17. This
claim guarantees that under these hypotheses w ∈W 1,1([0, T ], X). We have

u(t) = w(t) = w(0) +

∫ t

0
T (t− s)f(s)ds = T (t)x+

∫ t

0
T (t− s)f(s)ds. (7.26)
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that is (7.4).
We prove now that (7.4) implies (7.18)–(7.20).
Let (fn) a sequence in C0([0, T ], X) s.t. fn → f in L1([0, T ], X) and let (un) the

corresponding sequence of solutions of (7.4). Notice that for each n we are under the
hypotheses of Corollary 7.3. So we have

un ∈ C0([0, T ], X) ∩ C1([0, T ], X)

u′n(t) = Aun(t) + fn(t) in [0, T ]

un(0) = x.

In particular we conclude

un(t) = x+

∫ t

0
(Aun(s) + fn(s))ds for all t ∈ [0, T ]. (7.27)

Notice that we have also

un(t) = T (t)x+

∫ t

0
e(t−s)Afn(s)ds = T (t)x+

∫ t

0
e(t−s)Afn(s)ds for all t ∈ [0, T ].

Then for n→ ∞ and by (7.4)

lim
n→∞

un(t) = T (t)x+

∫ t

0
e(t−s)Af(s)ds = u(t) for all t ∈ [0, T ] and in X.

More precisely, we have

∥u(t)− un(t)∥X ≤ ∥f − fn∥L1([0,T ],X).

This implies that un(t) → u(t) in C0([0, T ], X) or, equivalently, in C0([0, T ], D(A)). Then
for n→ +∞ we obtain

u(t) = x+

∫ t

0
(Au(s) + f(s))ds for all t ∈ [0, T ]. (7.28)

It follows that u ∈ W 1,1([0, T ],X) with u′(t) = Au(t) + f(t) for almost any t. Since either
u ∈ L1([0, T ], D(A)) or u ∈ W 1,1([0, T ], X) and since f ∈ L1([0, T ], X) we have in fact
(7.19).

If u ∈ W 1,1([0, T ], X) by hypothesis, then from (7.19) and f ∈ L1([0, T ], X) we get
Au ∈ L1([0, T ], X). This implies u ∈ L1([0, T ], D(A)) and proves (7.18).

If u ∈ L1([0, T ], D(A)) by hypothesis, then from (7.19) and f ∈ L1([0, T ], X) we get
u′ ∈ L1([0, T ], X). This implies u ∈W 1,1([0, T ], X) and proves (7.18).

Lemma 7.6 (Gronwall’s inequality). Let T > 0, λ, φ ∈ L1(0, T ) both ≥ 0 a.e. and C1, C2

both ≥ 0. Let λφ ∈ L1(0, T ) and let

φ(t) ≤ C1 + C2

∫ t

0
λ(s) φ(s)ds for a.e. t ∈ (0, T ).

Then we have
φ(t) ≤ C1e

C2

∫ t
0 λ(s)ds for a.e. t ∈ (0, T ).
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Proof. Set

ψ(t) := C1 + C2

∫ t

0
λ(s) φ(s)ds.

Then ψ(t) is absolutely continuous and so it is differentiable almost everywhere and we have

ψ′(t) = C2λ(t) φ(t) ≤ C2λ(t) ψ(t) for a.e. t ∈ (0, T ).

Also, the function ψ(t)e−C2

∫ t
0 λ(s)ds is absolutely continuous with

d

dt

(
ψ(t)e−C2

∫ t
0 λ(s)ds

)
≤ 0 for a.e. t ∈ (0, T ).

Then we have

ψ(t) ≤ eC2

∫ t
0 λ(s)dsψ(0) = C1e

C2

∫ t
0 λ(s)ds for all t ∈ (0, T ).

Since φ(t) ≤ ψ(t) a.e., the result follows.

8 Abstract semilinear equations

Definition 8.1. A function F : X → X is Lipschitz continuous on bounded subsets of X
if for any M > 0 ∃ L(M) s.t.

∥F (x)− F (y)∥ ≤ L(M)∥x− y∥ for all x, y with ∥x∥ ≤M and ∥y∥ ≤M. (8.1)

Lemma 8.2. Let T > 0, x ∈ X and let u, v ∈ C0([0, T ], X) solve

w(t) = T (t)x+

∫ t

0
T (t− s)F (w(s))ds. (8.2)

Then u = v.

Let M = max0≤t≤T {∥u(t)∥, ∥v(t)∥}. Then

∥u(t)− v(t)∥ ≤
∫ t

0
∥F (u(s))− F (v(s))∥ds ≤ L(M)

∫ t

0
∥u(s)− v(s)∥ds

and apply Gronwall’s inequality.

Proposition 8.3. Let x ∈ X with ∥x∥ ≤ M . Then there is a unique solution u ∈
C0([0, TM ], X) of (8.2) with

TM :=
1

2L(2M + ∥F (0)∥) + 2
. (8.3)
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Proof. Set K = 2M + ∥F (0)∥ and

E = {u ∈ C0([0, TM ], X) : ∥u(t)∥ ≤ K for all t ∈ [0, TM ]}

with the distance of L∞([0, TM ], X). E is a complete metric space. Next consider the map
u ∈ E → Φu

Φu(t) = T (t)x+

∫ t

0
T (t− s)F (u(s))ds for all t ∈ [0, TM ].

By TM = 1
2(L(K)+1) for all t ∈ [0, TM ] we have

∥F (u(t))∥ ≤ ∥F (0)∥+ ∥F (u(t))− F (0)∥ ≤ ∥F (0)∥+KL(K)

= ∥F (0)∥+ (2M + ∥F (0)∥)L(K) ≤ 2(M + ∥F (0)∥)(L(K) + 1) =
M + ∥F (0)∥

TM

(8.4)

and
∥T (t)x∥ ≤ ∥x∥ ≤M. (8.5)

So from (8.4)–(8.5) for t ∈ [0, TM ] we have

∥Φu(t)∥ ≤M + t
M + ∥F (0)∥

TM
≤ 2M + ∥F (0)∥ = K

and so Φu ∈ E.
For u, v ∈ E we have

∥Φu(t)− Φv(t)∥ ≤
∫ t

0
∥F (u(s))− F (v(s))∥ds ≤ TML(K)∥u− v∥L∞([0,T ],X).

So by TML(K) < 2−1

∥Φu − Φv∥L∞([0,T ],X) ≤ 2−1∥u− v∥L∞([0,T ],X)

Hence u→ Φu is a contraction in E and so it has exactly one fixed point.

Notice that if F (0) = 0 if and lim
M→0+

L(M) = 0, something which happens in many

important cases, we can improve the above result and get a TM s.t. lim
M→0+

TM = ∞, as we

will see now.

Proposition 8.4. Let x ∈ X with ∥x∥ ≤ M . Assume F (0) = 0 Then there is a unique
solution u ∈ C0([0, TM ], X) of (8.2) with

TM :=
1

2L(2M)
. (8.6)
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Proof. The argument is the same. Here we set K = 2M and define E as above by

E = {u ∈ C0([0, TM ], X) : ∥u(t)∥ ≤ 2M for all t ∈ [0, TM ]}

Consider the map u ∈ E → Φu defined as above by

Φu(t) = T (t)x+

∫ t

0
T (t− s)F (u(s))ds for all t ∈ [0, TM ].

By TM = 1
2L(2M) for all t ∈ [0, TM ] we have

∥F (u(t))∥ ≤ 2ML(2M) =
M

TM
(8.7)

and
∥T (t)x∥ ≤ ∥x∥ ≤M. (8.8)

So from (8.4)–(8.5) for t ∈ [0, TM ] we have

∥Φu(t)∥ ≤M + t
M

TM
≤ 2M

and so Φu ∈ E.
For u, v ∈ E we have

∥Φu(t)− Φv(t)∥ ≤
∫ t

0
∥F (u(s))− F (v(s))∥ds ≤ TML(2M)∥u− v∥L∞([0,T ],X).

So by TML(2M) = 2−1

∥Φu − Φv∥L∞([0,T ],X) ≤ 2−1∥u− v∥L∞([0,T ],X)

Hence u→ Φu is a contraction in E and so it has exactly one fixed point.
We now turn to an abstract form of the maximum principle.
Recall that in an ordered Banach space the ordering is characterized by a convex closed

cone C s.t.

1. C + C ⊆ C

2. λC ⊆ C for all λ ≥ 0 and

3. C ∩ (−C) = {0}.

Then given x, y ∈ X we write y ≥ x if (y − x) ∈ C.

Lemma 8.5. Suppose that in X there is a relation of order and that F (u) ≥ 0 if u ≥ 0.
Suppose furthermore that T (t) is positivity preserving, that is x ≥ 0 ⇒ T (t)x ≥ 0 for all t.
Then if x ≥ 0 the solution u ∈ C0([0, TM ], X) of Prop. 8.3 is u(t) ≥ 0 for all t.
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Proof. We just rephrase the fixed point argument of Prop. 8.3 in a different set up. Indeed,
if we redefine the set E writing

E = {u ∈ C0([0, TM ], X) : ∥u(t)∥ ≤ K and u(t) ≥ 0 for all t ∈ [0, TM ]},

then E is a complete metric space. Furthermore the map u→ Φu with

Φu(t) = T (t)f +

∫ t

0
T (t− s)F (u(s))ds for all t ∈ [0, TM ].

is such that u(t) ≥ 0 for all t ∈ [0, TM ] implies Φu(t) ≥ 0 for all t ∈ [0, TM ]. Then the proof
of Proposition 8.3 works out in the same way as before under this slightly more restrictive
definition of E.

Lemma 8.6. Assume the hypotheses of Lemma 8.5 and furthermore that F (v) ≥ F (u) ≥ 0
if v ≥ u ≥ 0. Let x < y. Let u(t), v(t) ∈ C0([0, T∗), X) be solutions with u(0) = x and
v(0) = y. Then u(t) ≤ v(t) in [0, T∗).

Proof. If M = max{∥x∥, ∥y∥}, then using the setup of Prop. 8.3 we consider the set

E = {f ∈ C0([0, TM ], X) : f(t) ≥ 0 and ∥f(t)∥ ≤ K for all t ∈ [0, TM ]}

and the maps f ∈ E → Φx(f) and f ∈ E → Φy(f)

Φw(f)(t) = T (t)w0 +

∫ t

0
T (t− s)F (f(s))ds for all t ∈ [0, TM ].

Let u(t) be the solution with initial datum y. Then we have Φx(u) < Φy(u) = u. This can

be iterated and if 0 < Φjx(u) < Φj−1
x (u), then 0 < Φj+1

x (u) < Φjx(u). But we know that

Φjx(u)
j→∞→ v, with v the solution with initial datum x. Hence v ≤ u.

So we have proved u(t) ≤ v(t) in [0, TM ]. Let now

T1 := sup{T ∈ [0, T∗) such that u(t) ≤ v(t) in [0, T ]}.

If T1 = T∗ the theorem is finished. If T1 < T∗ we have by continuity u(T1) ≤ v(T1). But
then there exists a 0 < T < T∗ − T1 with s.t. ũ(t) := u(t+ T1) and resp. ṽ(t) := v(t+ T1)
solve in [0, T ] the equation with initial data x̃ ≤ ỹ with x̃ := u(T1) and resp. ỹ := v(T1).
But for T small enough we have ũ(t) ≤ ṽ(t) in [0, T ] by the 1st part of the proof. But
this implies than u(t) ≤ v(t) in [0, T1 + T ]. This is absurd by the definition of T1, and so
T1 = T∗.

We will consider now the function T : X → (0,∞] where for any x ∈ X the interval
[0, T (x)) is the maximal (positive) interval of existence of the unique solution of (8.2).
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Theorem 8.7. We have, for u(t) the corresponding solution in C([0, T (x)), X),

2L(∥F (0)∥+ 2∥u(t)∥) ≥ 1

T (x)− t
− 2 (8.9)

for all t ∈ [0, T (x)). We have the alternatives

(1) T (x) = +∞;

(2) if T (x) < +∞ then lim
t↗T (x)

∥u(t)∥ = +∞.

Proof. First of all it is obvious that if T (x) < +∞ then by (8.9)

lim
t↗T (x)

L(∥F (0)∥+ 2∥u(t)∥) = +∞ ⇒ lim
t↗T (x)

∥u(t)∥ = +∞

where the implication follows from the fact that M → L(M) is an increasing function.
Let x ∈ X. Set T (x) = sup{T > 0 : ∃u ∈ C0([0, T ), X) solution of (8.2) }. We are left

with the proof of (8.9), which is clearly true if T (x) = ∞. Now suppose that T (x) < ∞
and that (8.9) is false. This means that there exists a t ∈ [0, T (x)) with

1

TM
− 2 = 2L(∥F (0)∥+ 2∥u(t)∥) < 1

T (x)− t
− 2 ⇒ T (x)− t < TM

for M = ∥u(t)∥, where we recall TM := 1
2L(2M+∥F (0)∥)+2 in (8.3). Consider now v ∈

C0([0, TM ], X) the solution of

v(s) = T (s)u(t) +

∫ s

0
T (s− s′)F (v(s′))ds′ for all s ∈ [0, TM ].

which exists by the previous Proposition 8.3. Then define

w(s) :=

{
u(s) for s ∈ [0, t]

v(s− t) for s ∈ [t, t+ TM ].

We claim that w ∈ C0([0, t+ TM ], X) is a solution of (8.2). In [0, t] this is obvious since in
w = u in [0, t] and u ∈ C0([0, t], X) is a solution of (8.2). Let now s ∈ (t, t+ TM ]. We have

w(s) = v(s− t) = T (s− t)u(t) +

∫ s−t

0
T (s− t− s′)F (v(s′))ds′

= T (s− t)

[
T (t)x+

∫ t

0
T (t− s′)F (u(s′))ds′

]
+

∫ s−t

0
T (s− t− s′)F (v(s′))ds′

= T (s)x+

∫ t

0
T (s− s′)F (u(s′)︸ ︷︷ ︸

w(s′)

)ds′ +

∫ s

t
T (s− s′)F (v(s′ − t)︸ ︷︷ ︸

w(s′)

)ds′

= T (s)x+

∫ s

0
T (s− s′)F (w(s′))ds.
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Remark 8.8. Notice that if F (0) = 0, then we can prove the improved estimate

2L(∥F (0)∥+ 2∥u(t)∥) ≥ 1

T (x)− t
. (8.10)

The proof is exactly the same of Theorem 8.7 using the altered definitions of TM , TM =
(2L(2M))−1.

Proposition 8.9. (1) T : X → (0,∞] is lower semicontinuous;

(2) if xn → x in X and if T < T (x) the un → u in C0([0, T ], X) with un the solution of
(8.2) with initial datum xn.

Proof. Let u ∈ C0([0, T (x)), X) the solution of (8.2) and consider T < T (x). Set M =
2∥u∥L∞([0,T ],X) and let

τn = sup{t ∈ [0, T (xn)) : ∥un∥L∞([0,t],X) ≤ K} where K = 2M + ∥F (0)∥.

For n ≫ 1 we have ∥xn∥ < M . Then un ∈ C0([0, TM ], X) with ∥un∥L∞([0,TM ],X) ≤ K by
Prop. 8.3. This implies τn ≥ TM . For 0 ≤ t ≤ min{T, τn} we have

u(t)− un(t) = T (t)(x− xn) +

∫ t

0
T (s− t)(F (u(s))− F (un(s)))ds

and so

∥u(t)− un(t)∥ ≤ ∥x− xn∥+ L(K)

∫ t

0
∥u(s)− un(s)∥ds⇒

∥u(t)− un(t)∥ ≤ eL(K)t∥x− xn∥ ⇒ ∥u(t)− un(t)∥ ≤ eL(K)T ∥x− xn∥. (8.11)

So ∥un(t)∥ ≤ ∥u(t)∥ + eL(K)T ∥x − xn∥ ≤ M/2 + eL(K)T ∥x − xn∥ ≤ M for n ≫ 1 and
0 ≤ t ≤ min{T, τn}. This and continuity imply τn > min{T, τn} and so τn > T . Then
we have T (xn) > T . This implies the lower semi–continuity in claim (1). Furthermore by
(8.11) we have also un → u in C0([0, T ], X).

9 Nonlinear heat equation

We set X = C0(Rn,R) and consider a locally Lipschitz map g ∈ C0(R,R). We set
F (u)(x) := g(u(x)). Recall that X is a closed subspace of L∞(Rn,R). Consider, the
operator △ with

D(△) := {f ∈ C0(Rn,R) : △f ∈ C0(Rn,R)}.

We know from Sect. 5.2 that this operator is m–dissipative with corresponding semigroup
et△f = Kt ∗ f . Furthermore the functional

F : C0(Rn,R) → C0(Rn,R)
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is locally Lipschitz. We can then apply all the results of Section 8 to the equation.

u(t) = et△f +

∫ t

0
e(t−s)△F (u(s))ds,

which is a formulation of the problem{
ut = △u+ F (u) for (t, x) ∈ [0,∞)× Rn

u(0, x) = f(x)
(9.1)

Typical cases can be F (u) = λ|u|p−1u for λ ∈ R\{0} and p > 1.

9.1 The blowup theorem by Hiroshi Fujita

We consider now the Cauchy problem for the heat equation{
ut = △u+ |u|p−1u with (t, x) ∈ (0, T )× Rn
u(0, x) = u0(x) where u0 ∈ C0(Rn,R).

We first observe that by applying the theory in Section 8 we can prove the following
maximum principle property.

Lemma 9.1. Let u ∈ C([0, T ), C0(Rn,R)) be the unique maximal solution of

u(t) = et△f +

∫ t

0
e(t−s)△|u(s)|p−1u(s)ds (9.2)

and let f ≥ 0. Then u(t, x) ≥ 0 for all (t, x) ∈ [0, T )× Rn.

We now focus on positive solutions of{
ut = △u+ |u|p−1u with (t, x) ∈ (0, T )× Rn
u(0, x) = u0(x) where u0 ∈ C0(Rn,R)

(9.3)

Theorem 9.2. Let u0 ∈ L1(Rn)∩C0(Rn) with u0 ≥ 0 and u0 ̸= 0 and suppose 1 < p ≤ 1+ 2
n .

Suppose that u(t) ∈ C0([0, Tu0), C0(Rn)) is a positive solution of

u(t) = et△u0 +

∫ t

0
e(t−s)△up(s)ds. (9.4)

Then Tu0 <∞.

Remark 9.3. The original paper by Fujita [3] deals with the case 1 < p < 1 + 2
n . The proof

we give is due to Weissler [7].
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Proof. We claim, and for the moment assume, the following inequality due to Weissler:

t
1

p−1 et△u0(x) ≤ C for a fixed C = C(p) > 0, for any x ∈ Rn, any u0 ≥ 0 and any t ∈ [0, Tu0).
(9.5)

Here, crucially, C depends only on p.
Suppose we have Tu0 = ∞ and assume (9.5).
By dominated convergence we have for any x ∈ Rn

lim
t↗∞

(4π)
n
2 t

n
2 et△u0(x) = lim

t↗∞

∫
Rn

e−
|x−y|2

4t u0(y)dy =

∫
Rn

u0(y)dy = ∥u0∥L1(Rn). (9.6)

In the particular case p < 1 + 2
n , equivalent to

1
p−1 − n

2 > 0, we see immediately that (9.6)
is incompatible with (9.5) since

lim
t↗∞

t
1

p−1 et△u0(x) = lim
t↗∞

t
1

p−1
−n

2 t
n
2 et△u0(x) = lim

t↗∞
t

1
p−1

−n
2 (4π)−

n
2 ∥u0∥L1(Rn) = +∞.

In the case p = 1 + 2
n this argument does not provide a contradiction for all u0 (although

this argument shows that if ∥u0∥L1(Rn) > (4π)
n
2C for C = C(1 + 2

n) then there is blow up).
We complete the argument below, but first we prove claim (9.5).

Proof of (9.5) We turn now to the proof of (9.5). We have u(t) ≥ et△u0(x) and

u(t) ≥
∫ t

0
e(t−s)△up(s)ds ≥

∫ t

0
e(t−s)△(es△u0)

pds

≥
∫ t

0
(e(t−s)△es△u0)

pds =

∫ t

0
(et△u0)

pds = t(et△u0)
p,

(9.7)

where we used, for dµ(y) := (4πτ)−
n
2 e−

|x−y|2
4τ dy which gives a probability measure in Rn,

eτ△(f)p(x) = (4πτ)−
n
2

∫
Rn

e−
|x−y|2

4τ fp(y)dy =

∫
Rn

fp(y)dµ(y)

≥
(∫

Rn

f(y)dµ(y)

)p
=

(
(4πτ)−

n
2

∫
Rn

e−
|x−y|2

4τ f(y)dy

)p
=

(
eτ△(f)(x)

)p
,

which follows from Jensen’s inequality φ(
∫
fdµ) ≤

∫
φ ◦ fdµ for a convex function φ and a

probability measure µ.
By a substitution inside (9.7) and by repeating the same argument we get

u(t) ≥
∫ t

0
e(t−s)△sp(es△u0)

p2ds ≥
∫ t

0
sp(et△u0)

p2ds =
tp+1

p+ 1
(et△u0)

p2 .

This is the case k = 2 of the following inequality which for any k ∈ N with k ≥ 2 we will
obtain by induction:

u(t) ≥ t1+p+...+p
k−1

(et△u0)
pk

(1 + p)pk−2(1 + p+ p2)pk−3 ...(1 + p+ ...+ pk−1)
=

t
pk−1
p−1 (et△u0)

pk∏k
ℓ=2

(
pℓ−1
p−1

)pk−ℓ . (9.8)
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Indeed, assuming (9.8) for k and repeating (9.7) we have

u(t) ≥
∫ t

0
e(t−s)△up(s)ds ≥

∫ t

0

s
pk−1
p−1

p∏k
ℓ=2

(
pℓ−1
p−1

)pk+1−ℓ e
(t−s)△(es△u0)

pk+1
ds

≥
∫ t

0

s
pk−1
p−1

p∏k
ℓ=2

(
pℓ−1
p−1

)pk+1−ℓ ds(e
t△u0)

pk+1
=

t
pk−1
p−1

p+1∏k
ℓ=2

(
pℓ−1
p−1

)pk+1−ℓ (
pk−1
p−1 p+ 1

)(et△u0)pk+1

=
t
pk+1−1

p−1∏k
ℓ=2

(
pℓ−1
p−1

)pk+1−ℓ
pk+1−1
p−1

(et△u0)
pk+1

=
t
pk+1−1

p−1∏k+1
ℓ=2

(
pℓ−1
p−1

)pk+1−ℓ (e
t△u0)

pk+1
.

So (9.8) holds also for k + 1 and hence for any k ∈ N with k ≥ 2. Then

t
pk−1

(p−1)pk et△u0 ≤ (u(t))
1

pk

k∏
ℓ=2

(
pℓ − 1

p− 1

) 1

pℓ

⇒ t
1

p−1 et△u0 ≤
∞∏
ℓ=2

(
pℓ − 1

p− 1

) 1

pℓ

= e

∑∞
ℓ=2 p

−ℓ log

(
pℓ−1
p−1

)
= e

∑∞
ℓ=2 p

−ℓ log(
∑ℓ−1

j=1 p
j) ≤ e

∑∞
ℓ=2 p

−ℓ log(ℓpℓ) < +∞.

This proves (9.5).

Proof of the case p = 1 + 2
n We return to the proof of Theorem 9.2 when p = 1 + 2

n .
If instead of looking at solutions in C0(Rn) we look at solutions in X := C0(Rn) ∩ L1(Rn)
then our u ∈ C0([0, Tu0), C0(Rn)) is also u ∈ C0([0, Tu0), X). Indeed, if the lifespan in X
was shorter, then for some t0 < Tu0 we would have

lim
t↗t0

∥u(t)∥L1(Rn) = ∞ while sup
0≤t≤t0

∥u(t)∥L∞(Rn) <∞.

But this is impossible because from (9.4) for t < t0 we get

∥u(t)∥L1(Rn) ≤ ∥u0∥L1(Rn) +

∫ t

0
∥u(s)∥p−1

L∞(Rn)∥u(s)∥L1(Rn)ds

implies by the Gronwall inequality

∥u(t)∥L1(Rn) ≤ ∥u0∥L1(Rn)e
t0(sup0≤t≤t0

∥u(t)∥L∞(Rn))
p−1

<∞

and so

+∞ = lim
t↗t0

∥u(t)∥L1(Rn) ≤ ∥u0∥L1(Rn)e
t0(sup0≤t≤t0

∥u(t)∥L∞(Rn))
p−1

< +∞,

which is absurd.
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Hence we conclude that t0 = Tu0 and we have u ∈ C0([0, Tu0), L
1(Rn)), and so u(t) ∈

L1(Rn) for all t ∈ [0, Tu0). Since any such t can be taken as an initial value at time t for
our solution, it follows that

τ
n
2 (eτ△u(t))(x) ≤ C for a fixed C > 0 , any x ∈ Rn and 0 < τ < Tu0 − t

and for all t ∈ [0, Tu0). In particular if Tu0 = ∞

∥u(t)∥L1(Rn) ≤ (4π)
n
2C for all t ≥ 0. (9.9)

Initially we assume that u0 ≥ kKα, for Kα(x) := (4πα)−
n
2 e−

|x|2
4α . Notice that Kα = eα△δ0.

Then we have (a bit formally, but can be checked)

u(t) ≥ et△u0 ≥ ket△Kα = ket△eα△δ0 = ke(α+t)△δ0 = kKα+t.

Now we have

∥u(t)∥L1(Rn) ≥ ∥
∫ t

0
e(t−s)△up(s)ds∥L1(Rn) =

∫
Rn

dx

∫ t

0
e(t−s)△up(s)(x)ds

=

∫ t

0
ds

∫
Rn

dxe(t−s)△up(s)(x) =

∫ t

0
∥e(t−s)△up(s)∥L1(Rn)ds (by commuting the order of integration)

≥
∫ t

0
∥e(t−s)△(es△u0)

p∥L1(Rn)ds

=

∫ t

0
ds

∫
Rn

dx

∫
Rn

dyKt−s(x− y)(es△u0)
p(y) =

∫ t

0
ds

∫
Rn

dy(es△u0)
p(y)

∫
Rn

dxKt−s(x− y)︸ ︷︷ ︸
1

=

∫ t

0
∥(es△u0)p∥L1(Rn)ds ≥ kp

∫ t

0
∥(es△Kα)

pds∥L1(Rn) = kp
∫ t

0
∥Kp

α+s∥L1(Rn)ds.

Now notice that since p = 1 + 2/n

Kp
β(x) = (4πβ)−

n
2
pe

− p|x|2
4β = (4πβ)−

n
2
(p−1)p−

n
2 (4πβ/p)−

n
2 e

− p|x|2
4β = (4πβ)−

n
2
(p−1)p−

n
2Kp

β
p

(x)

= (4πβ)−1p−
n
2Kp

β
p

(x).

This implies that if by absurd we suppose Tu0 = +∞ then we have

∥u(t)∥L1(Rn) ≥ p−
n
2 kp

∫ t

0
(4π(α+ s))−1∥Kα+s

p
∥L1(Rn)ds

= p−
n
2 kp(4π)−1

∫ t

0
(α+ s)−1ds→ +∞ as t↗ ∞.

This contradicts (9.9).
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Suppose now we don’t have u0 ≥ kKα. Let us set v(t) = u(t+ ε) for some ε > 0. The v(t)
is a solution of (9.4) with initial value u(ε). We have u(ε) ≥ eε△u0

v(0) = u(ε) ≥ eε△u0 = (4πε)−
n
2

∫
Rn

e−
|x−y|2

4ε f(y)dy = (4πε)−
n
2 e−

|x|2
2ε

∫
Rn

e
|x+y|2

4ε e−
|y|2
2ε f(y)dy

≥ (4πε)−
n
2 e−

|x|2
2ε

∫
Rn

e−
|y|2
2ε f(y)dy = kK ε

2

where we used the parallelogram formula

|x+ y|2 + |x− y|2 = 2|x|2 + 2|y|2.

But then v(t) blows up in finite time, and so u(t) does too. This completes the proof of
Theorem 9.2 also in the case p = 1 + 2

n .

So far we have proved the blow up when 1 < p ≤ 1 + 2
n for positive initial data with

u0 ∈ C0
0 (Rn)∩L1(Rn). But in fact the result holds for u0 ∈ C0

0 (Rn) because of the maximum
principle.

Lemma 9.4. Suppose that 0 ≤ v0 ≤ u0 are in C
0
0 (Rn) and let u(t), v(t) ∈ C0([0, T ], C0

0 (Rn))
be corresponding solutions of (9.4). Then u(t) ≥ v(t).

This follows by Lemma 8.6 and means that if u0 ∈ C0
0 (Rn) but u0 ̸∈ L1(Rn), the

conclusions of Theorem (9.2) continue to hold, because we can find a 0 ≤ v0 ≤ u0 with
v0 ∈ C0

0 (Rn) ∩ L1(Rn) and v0 non zero whose corresponding v(t) blows up. Then by the
maximum principle also u(t) blows up.

The coefficient p = 1+ 2
n is critical. In fact we have the following global existence result

for small initial data.

Theorem 9.5. Let p > 1+ 2
n and u0 ∈ X := C0

0 (Rn)∩L1(Rn). There is an ϵ0 > 0 s.t. for
∥u0∥X < ϵ0 then equation (9.4) admits a global solution in C0([0,∞), C0

0 (Rn) ∩ L1(Rn)).

In the proof of Theorem 9.5 we will use the Japanese bracket ⟨t⟩ :=
√
1 + t2.

Proof of Theorem 9.5. (9.2) can be solved locally because u→ |u|p−1u is locally Lipschitz
in C0

0 (Rn) ∩ L1(Rn). Now we prove that it is globally defined if ϵ0 > 0 is sufficiently small.
Suppose that the maximum interval of existence is [0, T ) and let τ ∈ (0, T ). Then set

∥u∥(τ)∞ = ∥⟨t⟩
n
2 u∥L∞([0,τ ],L∞(Rn))

∥u∥(τ)1 = ∥u∥L∞([0,τ ],L1(Rn)).

We will prove that there is a fixed constant C0 and a function F (x1, x2) =
∑
ca,b|x1|a|x2|b

with a+ b > 1 (the sums are finite and with fixed constants ca,b > 0) s.t. we have

∥u∥(τ)∞ ≤ C0ϵ0 + F (∥u∥(τ)∞ , ∥u∥(τ)1 )

∥u∥(τ)1 ≤ C0ϵ0 + F (∥u∥(τ)∞ , ∥u∥(τ)1 ).
(9.10)
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Then, assume that we have ∥u∥(τ)∞ ≤ 2C0ϵ0 and ∥u∥(τ)1 ≤ 2C0ϵ0, for ϵ0 sufficiently small we

can assume |F | < C0
2 ϵ0. So we can conclude that ∥u∥(τ)∞ ≤ 2C0ϵ0 and ∥u∥(τ)1 ≤ 2C0ϵ0 imply

∥u∥(τ)∞ ≤ 3

2
C0ϵ0

∥u∥(τ)1 ≤ 3

2
C0ϵ0.

Hence we conclude that for any t < T we have ⟨t⟩
n
2 ∥u(t)∥L∞ ≤ 3

2ϵ0 and ∥u(t)∥L1 ≤ 3
2ϵ0.

But if T <∞ we have

∞ = lim
t↗T

∥u(t)∥L1∩L∞ ≤ 3

2
ϵ0,

which is absurd.
So now we turn to the proof of (9.10). We can always assume by taking ϵ0 > 0 small

that T ≫ 1, so we can pick τ large. For t ≤ 10 we have for j = 1,∞

∥u∥(τ)j ≤ ⟨10⟩
n
2 ∥u0∥Lj + ⟨10⟩

n
2

∫ t

0
∥u(s)∥p−1

L∞ ∥u(s)∥L1ds ≤ ⟨10⟩
n
2 ∥u0∥Lj + 10⟨10⟩

n
2 (∥u∥(τ)∞ )p−1∥u∥(τ)j .

For t > 10 we have

u(t) = et△u0 +

∫ t

0
e(t−s)△|u(s)|p−1u(s)ds = et△u0 +

∫ t
2

0
e(t−s)△|u(s)|p−1u(s)ds

+

∫ t−1

t
2

e(t−s)△|u(s)|p−1u(s)ds+

∫ t

t−1
e(t−s)△|u(s)|p−1u(s)ds = I + II + III + IV.

Now for each t ∈ [10, τ ] we bound the L∞ norm of each term in the right hand side. We
have

∥et△u0∥L∞ . ⟨t⟩−
n
2 ϵ0.

We have

∥II∥L∞ ≤
∫ t

2

0
∥e(t−s)△∥L1→L∞∥u(s)∥p−1

L∞ ∥u(s)∥L1ds .
∫ t

2

0
⟨t− s⟩−

n
2 ⟨s⟩−

n
2
(p−1)ds(∥u∥(τ)∞ )p−1∥u∥(τ)1

≤ C ′⟨t⟩−
n
2

∫ t
2

0
⟨s⟩−

n
2
(p−1)ds(∥u∥(τ)∞ )p−1∥u∥(τ)1 ≤ C⟨t⟩−

n
2 (∥u∥(τ)∞ )p−1∥u∥(τ)1

where we used n
2 (p− 1) > 1 (the latter equivalent to p > 1 + 2

n). We have

∥IV ∥L∞ ≤
∫ t

t−1
∥e(t−s)△∥L∞→L∞∥u(s)∥pL∞ds .

∫ t

t−1
⟨s⟩−

n
2
pds(∥u∥(τ)∞ )p ≤ C⟨t⟩−

n
2 (∥u∥(τ)∞ )p.

55



Finally to bound III there are 2 cases, either p ≥ 2 which is easier, or p < 2. If p ≥ 2 we
bound

∥III∥L∞ ≤
∫ t−1

t
2

∥e(t−s)△∥L1→L∞∥u(s)∥p−1
L∞ ∥u(s)∥L1ds .

∫ t−1

t
2

⟨t− s⟩−
n
2 ⟨s⟩−

n
2
(p−1)ds(∥u∥(τ)∞ )p−1∥u∥(τ)1

≤ C ′⟨t⟩−
n
2
(p−1)

∫ t−1

t
2

⟨s− t⟩−
n
2 ds(∥u∥(τ)∞ )p−1∥u∥(τ)1 ≤ C⟨t⟩−

n
2
(p−1)(∥u∥(τ)∞ )p−1∥u∥(τ)1

 ⟨t⟩1−
n
2 if n = 1 ,

log(2 + ⟨t⟩) if n = 2
1 if n > 2

≤ C⟨t⟩−
n
2 (∥u∥(τ)∞ )p−1∥u∥(τ)1 .

Notice that we used the fact that for n = 1 we have p > 3 and for n = 2 we have p > 2.
Notice also that for p < 2 this argument does not give us the desired result.
If p < 2 (necessarily n ≥ 3) we consider 1

q = p− 1 and the corresponding 1
q′ = 2− p, and

∥III∥L∞ ≤
∫ t−1

t
2

∥e(t−s)△∥Lq→L∞∥u(s)∥p−1
L∞ ∥u(s)∥Lqds

.
∫ t−1

t
2

⟨t− s⟩−
n
2q ∥u(s)∥

p−1+ 1
q′

L∞ ∥u(s)∥
1
q

L1ds =

∫ t−1

t
2

⟨t− s⟩−
n
2q ∥u(s)∥L∞∥u(s)∥

1
q

L1ds

≤
∫ t−1

t
2

⟨t− s⟩−
n
2
(p−1)⟨s⟩−

n
2 ds∥u∥(τ)∞ (∥u∥(τ)1 )p−1 ≤ C ′⟨t⟩−

n
2

∫ t−1

t
2

⟨t− s⟩−
n
2
(p−1)ds∥u∥(τ)∞ (∥u∥(τ)1 )p−1

≤ C⟨t⟩−
n
2 ∥u∥(τ)∞ (∥u∥(τ)1 )p−1.

A comment on this last computation. Since the previous computation could not possibly
yield the desired result, we have succeed by sacrificing some of the factor ⟨t−s⟩−

n
2 , replacing

it with ⟨t− s⟩−
n
2
(p−1), which however is good enough, but gaining in this way the fact that

instead of ∥u(s)∥p−1
L∞ we get the better term ∥u(s)∥

p−1+ 1
q′

L∞ = ∥u(s)∥L∞ , which is exactly

what we need to get the factor ⟨s⟩−
n
2 ∼ ⟨t⟩−

n
2 .

We also have

∥u(t)∥L1 ≤ ∥et△u0∥L1 +

∫ t

0
∥e(t−s)△∥L1→L1∥u(s)∥p−1

L∞ ∥u(s)∥L1ds

≤ ϵ0 +

∫ t

0
⟨s⟩−

n
2
(p−1)ds(∥u∥(τ)∞ )p−1∥u∥(τ)1 ≤ ϵ0 + C(∥u∥(τ)∞ )p−1∥u∥(τ)1

from n
2 (p− 1) > 1.

9.2 Global well posedness

We consider now instead the Cauchy problem for the heat equation{
ut = △u− |u|p−1u with (t, x) ∈ (0, T )× Rn and p > 1,

u(0, x) = u0(x) where u0 ∈ C0(Rn,R).
(9.11)
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We can apply the abstract theory on semilinear equations and conclude that for any
u0 ∈ X there is a maximal Tu0 ∈ (0,+∞] and a unique u(t) ∈ C0([0, Tu0), C0(Rn,R))
satisfying

u(t) = et△u0 −
∫ t

0
e(t−s)△|u(s)|p−1u(s)ds. (9.12)

For ϵ > 0 let us consider gϵ(|u|2) = (ϵ+ |u|2)
p−1
2 and Fϵ(u) = gϵ(|u|2)u and the equation

u(t) = et△u0 −
∫ t

0
e(t−s)△Fϵ(u(s))ds. (9.13)

Lemma 9.6. Let u(t) ∈ C0([0, T ), C0(Rn)) be a solution of (9.13) and suppose that u0 ∈
Cm0 (Rn). Then u(t) ∈ C([0, T ), Cm0 (Rn)).

Proof. First of all, if u0 ∈ Cm0 (Rn) then et△u0 ∈ C([0,∞), Cm0 (Rn)) and furthermore
∥et△u0∥Wm,∞(Rn) ≤ ∥u0∥Wm,∞(Rn). When we solve (9.13) in C0(Rn), we consider a fixed
point problem in

E = {u ∈ C0([0, TM ], C0(Rn)) : ∥u(t)∥∞ ≤ 2∥u0∥∞ for all t ∈ [0, TM ]}

for M = ∥u0∥∞ and TM = 1
2L(2M) . If we pick u ∈ C0([0, TM ], Cm0 (Rn)) and if we set

Φu(t) = et△u0 −
∫ t

0
e(t−s)△Fϵ(u(s))ds,

then Φu ∈ C0([0, TM ], Cm0 (Rn)) with, by the chain rule,

∂αxΦu(t) = et△∂αxu0 −
|α|∑
k=1

∑
|β1|+...+|β1|=|α|

cαβ

∫ t

0
e(t−s)△F (k)

ϵ (u(s))∂β1x u(s)...∂
βk
x u(s)ds

for appropriate constants cαβ = cαβ1,....,βk . Notice that the only element where the summa-
tion on the r.h.s. depends on a derivative of order |α| is

−
∫ t

0
e(t−s)△F

′
ϵ (u(s))∂

α
xu(s)ds.

For any A let L′(A) be such that for any u, v ∈ Cm0 (Rn) with ∥u∥Wm,∞(Rn) ≤ A and
∥v∥Wm,∞(Rn) ≤ A we have

∑
|α|≤m

∥
|α|∑
k=1

∑
|β1|+...+|βk|=|α|

cαβ [F
(k)
ϵ (u)∂β1x u...∂

βk
x u− F (k)

ϵ (v)∂β1x v...∂
βk
x v]∥∞ ≤ L′(A)∥u− v∥Wm,∞(Rn).

Set M ′ = 2∥u0∥Wm,∞(Rn). Then for T ′ = 1
2L′(2M ′) consider

Em = {u ∈ C0([0, T ′], Cm0 (Rn)) : ∥u(t)∥Wm,∞(Rn) ≤M ′ for all t ∈ [0, TM ]}.
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It is then easy to see that u → Φu preserves Em and is a contraction therein. So there
is a fixed point and hence a solution u ∈ C0([0, T ′], Cm0 (Rn)) of (9.13), which is obvi-
ously the solution in C0([0, T ′], C0

0 (Rn)). Let now consider the maximal solution u(t) ∈
C([0, T ), C0(Rn)) and the maximal solution u(t) ∈ C([0, Tm), C

m
0 (Rn)). Evidently Tm ≤ T ,

and we claim that Tm = T .
Let us consider case m = 1. We have

∂αxu(t) = et△∂αxu0 −
∫ t

0
e(t−s)△F ′

ϵ(u(s))∂
α
xu(s)ds.

from which we see that by Gronwall

∥∂αxu(t)∥∞ ≤ ∥∂αxu0∥∞ +

∫ t

0
∥F ′

ϵ(u(s))∥∞∥∂αxu(s)∥∞ds⇒ ∥∂αxu(t)∥∞ ≤ ∥∂αxu0∥∞e
∫ t
0 ∥F ′

ϵ(u(s))∥∞ds

so that we cannot have ∥∂αxu(t)∥∞
t→T1→ ∞ if T1 < T . Suppose now we have shown Tm−1 =

T . By a similar method we show that Tm = T . Indeed we have for any |α| = m

∂αxu(t) = cα(t)−
∫ t

0
e(t−s)△F ′

ϵ(u(s))∂
α
xu(s)ds where

cα(t) = −
|α|∑
k=2

∑
|β1|+...+|βk|=|α|

cαβ

∫ t

0
e(t−s)△F (k)

ϵ (u(s))∂β1x u(s)...∂
βk
x u(s)ds.

Since cα(t) depends on derivatives of order ≤ m − 1 we have cα(t) ∈ C0([0, T ), C0(Rn)).
Then we conclude Tm = T by the same argument as for the case m = 1.

The solutions of (9.13) satisfy the following.

Lemma 9.7. Let u ∈ C([0, T ), C0(Rn,R)) be a solution of (9.13) and let u0 ≥ 0. Then
u(t, x) ≥ 0 for all (t, x) ∈ [0, T )× Rn.

Proof. First of all, by well posedness it is enough to consider just u0 ∈ C∞
c (Rn,R), as we

will see below. If u0 ∈ C∞
c (Rn,R) then by Lemma 9.6 we have u(t) ∈ C([0, T ), Cm0 (Rn)) for

all m. Then u(t) solves not only the integral equation (9.13), but by Corollary 7.4 (claim
(i)) solves also the differential equation:

ut = △u− gϵ(|u|2)u.

Then u(t) ∈ C1([0, T ), Cm0 (Rn)) for all m.
Let us assume that u0 ∈ C∞

c (Rn,R) with u0 ≥ 0 exists s.t. there is a t0 > 0 such that
0 > −µ := infx∈Rn u(t0, x). Let

t1 = inf{t ∈ (0, t0] : inf
x∈Rn

u(t, x) = −µ}.
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Then, t1 ≤ t0 and since u ∈ C([0, t0], C0(Rn)) we have t1 > 0. Let x1 be a point of
minimum of u(t1, x). Then ∇xu(t1, x1) = 0, the Hessian H(t1, x1) of u is positive definite
and so △u(t1, x1) = traceH(t1, x1) ≥ 0. Then we have

0 ≥ ∂tu(t1, x1) ≥ −gϵ(|u(t1, x1)|2)u(t1, x1) = ⟨ϵ+ µ⟩
p−1
2 µ > 0.

This is absurd and so Lemma 9.7 holds if u0 ∈ C∞
c (Rn). In the general case let C∞

c (Rn,R) ∋
uν(0, x)

ν→∞→ u0(0, x) in C0(Rn,R) and with uν(0, x) ≥ 0. Then by well posedness we have
uν(t, x)

ν→∞→ u(t, x) in C0(Rn,R) and so u(t, x) ≥ 0.

Lemma 9.8. Let u, v ∈ C([0, T ), C0(Rn,R)) be solutions of (9.13) and let u0 ≥ v0 for their
initial data. Then u(t, x) ≥ v(t, x) for all (t, x) ∈ [0, T )× Rn.

Proof. Again it is enough to consider just u0, v0 ∈ C∞
c (Rn,R). Let us assume that u0, v0 ∈

C∞
c (Rn,R) with u0 ≥ v0 exist s.t. there is a t0 > 0 such that 0 > −µ := infx∈Rn w(t0, x)

where w(t, x) := u(t, x)− v(t, x). Let

t1 = inf{t ∈ (0, t0] : inf
x∈Rn

w(t, x) = −µ}.

Then, 0 < t1 ≤ t0 like before. Let x1 be a point of minimum of w(t1, x). Then △w(t1, x1) ≥
0. Notice that we have w(t1, x1) = −µ, so in particular u(t1, x1) < v(t1, x1) and so

gϵ(|v(t1, x1)|2)v(t1, x1) > gϵ(|u(t1, x1)|2)u(t1, x1) by the fact that t → gϵ(t
2)t = (ϵ+ t2)

p−1
2 t

is strictly increasing. So we have

0 ≥ ∂tw(t1, x1) ≥ −gϵ(|u(t1, x1)|2)u(t1, x1) + gϵ(|v(t1, x1)|2)v(t1, x1) > 0.

This is absurd and so Lemma 9.8 holds if u0, v0 ∈ C∞
c (Rn). The general case follows by

density.

Corollary 9.9. Let u ∈ C([0, Tu0), C0(Rn,R)) be the maximal solution of (9.13). Then
Tu0 = ∞.

Proof. If Tu0 < ∞ then limt↗Tu0
∥u(t)∥L∞ = +∞. In the case u0 ≥ 0 we have we have for

all t ∈ [0, Tu0)

0 ≤ u(t) = et△u0 −
∫ t

0
e(t−s)△(ϵ+ |u(ϵ)(s)|2)

p−1
2 u(s)ds ≤ et△u0 ≤ ∥u0∥L∞ <∞.

then Tu0 = ∞. Suppose now that u0 does not have constant sign. Then we have −|u0| ≤
u0 ≤ |u0| and let v(t) ∈ C([0,∞), C0(Rn,R)) be the solution with v(0) = |u0|. Then
−v(t) ≤ u(t) ≤ v(t) and this implies Tu0 = ∞.

Lemma 9.10. Let u ∈ C([0, Tu0), C0(Rn,R)) the maximal solution of (9.12) and let u(ϵ) ∈
C([0,∞), C0(Rn,R)) be the solutions of (9.13). Then for any 0 < T < Tu0 we have u(ϵ)

ϵ→0→
u in C([0, T ], C0(Rn,R)).
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Proof. We have

u(ϵ)(t)− u(t) = −
∫ t

0
e(t−s)△

[
((ϵ+ |u(ϵ)(s)|2)

p−1
2 − |u(ϵ)(s)|p−1

]
u(ϵ)(s)

−
∫ t

0
e(t−s)△

[
|u(ϵ)(s)|p−1u(ϵ)(s)− |u(s)|p−1u(s)

]
.

Now we have ∥u(ϵ)(s)∥∞ ≤ ∥u0∥∞ by the discussion in Corollary 9.9. Using this fact we
have also for ϵ small

∥(ϵ+ |u(ϵ)(s)|2)
p−1
2 − |u(ϵ)(s)|p−1∥∞ ≤ sup

|t|≤∥u0∥∞
|(ϵ+ |t|2)

p−1
2 − |t|p−1| ≤ C∥u0∥∞ϵ

min( p−1
2
,1).

Indeed if we set φ(s) = (ϵ+ s)α− sα for s ∈ [0,M ] and α > 0 we have φ′(s) = α(ϵ+ s)−1−
αsα−1 and this has constant sign, so that φ(s) ≤ max(φ(0), φ(M)). Now φ(0) = ϵα and

φ(M) =Mα[(1 + ϵ/M + s)α − 1] =Mα[ϵ/M +O(ϵ2)].

Then for t ∈ [0, T ]

∥u(ϵ)(t)− u(t)∥∞ ≤ TC∥u0∥∞ϵ
min( p−1

2
,1)∥u0∥∞ + L(M)

∫ t

0
∥u(ϵ)(s)− u(s)∥∞,

with M = max{∥u0∥∞, sups∈[0,T ] ∥u(s)∥∞}. Then by Gronwall for t ∈ [0, T ]

∥u(ϵ)(t)− u(t)∥∞ ≤ TC∥u0∥∞ϵ
min( p−1

2
,1)∥u0∥∞eTL(M) ϵ→0→ 0 uniformly in [0, T ].

Lemma 9.11. Let u, v ∈ C([0, T∗), C0(Rn,R)) be solutions of (9.12) with u0 ≥ v0. Then
u(t, x) ≥ v(t, x) for all (t, x) ∈ [0, T∗)× Rn.

Proof. It is enough to show this for all (t, x) ∈ [0, T ]× Rn with 0 < T < T∗. But we know
u(ϵ)(t, x) ≥ v(ϵ)(t, x) for all (t, x) ∈ [0,∞)× Rn. The desired result follows taking ϵ↘ 0.

Corollary 9.12. Let u ∈ C([0, Tu0), C0(Rn,R)) be the maximal solution of (9.12). Then
Tu0 = ∞.

Proof. It follows from Lemma 9.11 the same way Corollary 9.9 follows from Lemma 9.8.
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